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Executive Summary

Metadata is a critical element for achieving many NESDIS and NOAA data management and science stewardship goals. At present, NESDIS metadata systems are fragmented and most NESDIS datasets are not documented according to relevant Federal requirements. Furthermore, NESDIS has policies that include metadata standards, but does not have a plan for integrating existing metadata systems or achieving compliance with the standards discussed in the policies.


This document provides background material on metadata policies and standards and discusses a conceptual plan for improving NESDIS metadata content and integrating NESDIS metadata systems. The plan considers both collection level and granule level metadata. The first steps for collection-level (sparse) NESDIS metadata are:

1. Sharing metadata between the existing NESDIS metadata systems/repositories including the Comprehensive Large Array data Stewardship System (CLASS) and the Data Centers and unifying metadata management policies and procedures.
2. Developing a shared data discovery system. 

These steps would result in a Web portal that supported integrated discovery of NESDIS datasets from the Data Centers, CLASS, and the NOAA Central Library as well as from other important portals (Federal Geographic Data Committee Clearinghouses and the Global Change Master Directory).


Once the NESDIS system is operational, NOAA-wide systems could be considered. This plan outlines very briefly two possible NOAA-wide steps:

3. Removing NOAAServer and
4. A NOAA Metadata Management System.
Planning and implementing these two steps would clearly require significant collaboration across all NOAA Line Offices.

NESDIS regularly generates many satellite products with associated granule metadata. These metadata also need to be integrated into the overall NESDIS system. The plan discusses the Remote Sensing Extensions for satellite product and station history metadata and proposes a strategy for improving granule metadata management using a rich inventory that combines FGDC compliant and specialized metadata. The initial steps for granule-level metadata are:

1. Evolve existing station history metadata efforts at NCDC to be compliant with Federal standards (the FGDC Remote Sensing Extensions).

2. Extend the CLASS inventory and ingest system to include granule header metadata and descriptive statistics (i.e. create a rich inventory for CLASS), and integrate the improved inventory into the data discovery system described above.


Achieving the NESDIS elements of the plan described here will require a significant effort by data managers and scientists in all of the NESDIS Offices as well as full support from the NESDIS Information Technology Architecture Team (ITAT) the NESDIS Executive Board (NEB).  
Introduction


NESDIS's vision is to be the source for the world’s most comprehensive and easily accessible satellite products, in-situ environmental information, and assessments of the environment. The NESDIS National Data Centers (NNDC) support this vision by documenting the datasets they manage using applicable national (Federal Geographic Data Committee, FGDC) and international (International Organization for Standards, ISO) metadata standards and by participating in metadata partnerships with a number of external organizations.

Metadata management has improved considerably in NESDIS over the last several years. The number of standards-compliant metadata records has increased from several hundred to many thousands and the quality of those records is steadily improving. At the same time, many NESDIS products are still documented using specialized standards developed over the years. For example, NESDIS satellite products are documented using standards developed with the National Weather Service and other customers. These standards work well for specialized customer groups, but they make it difficult for a broader audience to use these products. Creating standards-compliant metadata for these products is an important step toward overcoming these barriers.

This report describes the present state of NESDIS metadata systems and outlines a plan for further improving metadata across all NESDIS datasets and products.
Metadata Requirements and Policies


Understanding complex environmental problems requires data from many disparate observing systems. In order to be useful, these data must be documented in a way that users can understand. As a U.S. Federal Government agency, NOAA is required to document all new geospatial data collected or produced using the Federal Geographic Data Committee (FGDC) Content Standard for Digital Geospatial Metadata (see references). This requirement was defined in Executive Order 12906 (see references) and is reflected in the NESDIS Policy on Metadata and Geospatial Data (August 2002, Appendix 1): "therefore, it is incumbent upon all program managers within all NESDIS Offices and Centers, who are responsible for data set products, to have them properly documented with FGDC-formatted metadata." Further, the NOAA Administrative Order on Management of Environmental and Geospatial Data and Information (Appendix 2) states: "NOAA environmental and geospatial data will be maintained in accord with applicable Office of Management and Budget (OMB) regulations, including OMB Circulars A-16 and A-130; Federal Geographic Data Committee (FGDC) approved data standards."

An important purpose of the conceptual plan outlined in this document is to comply with the NESDIS, NOAA and Federal policies described above by providing for the creation and management of standards-compliant metadata for data and products developed by or available through NESDIS.
Metadata Standards


Metadata can only support data sharing and inter-use if the users who need to access the data can understand and interpret the metadata. The NESDIS vision includes serving a vast collection of datasets to a very broad audience. This audience presently uses metadata in many different standards and formats. Coercing all of these into a single content standard or format is clearly a daunting task. At the same time, continuing to support a variety of metadata standards is difficult and will require significant resources.


There is significant overlap between the metadata standards presently used in NESDIS, as suggested in Figure 1 for satellite data. NESDIS must build a flexible foundation for metadata management that capitalizes on commonalities between existing approaches while supporting the differences when possible. The system must also be easily extensible to accommodate future data products, standards and customers.

[image: image1]
Figure 1. Example of Overlap Between Metadata Standards for NESDIS Satellite Data & Products.

Figure 2 shows a different view of the situation. The total NESDIS data audience is made up of a number of communities, each of which uses a different metadata standard. For example, scientists that access satellite data in Level 1B format use the documentation included in that format. Other metadata standards must be supported in order to make the Level 1B data useful to other communities (the new communities are not interested in learning new data formats). In this model, the benefit of developing new metadata is related to the size of the community that we expect to serve. The Federal and international metadata standards discussed below have large and growing constituencies, so focusing initial efforts on those standards seems to be a cost-effective approach. This approach has the additional benefit that it satisfies NOAA's requirements and policies outlined above.
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Figure 2. Metadata Standards and Communities


The metadata standards that need to be implemented initially for NESDIS and NOAA include the FGDC Content Standard for Digital Geospatial Metadata (FGDC-STD-001-1998), the FGDC Extensions for Remote Sensing Metadata (FGDC-STD-012-2002), the FGDC Content Standard for Digital Geospatial Metadata Part 1: Biological Data Profile (FGDC-STD-001.1-1999), and the FGDC Shoreline Metadata Profile of the Content Standard for Digital Geospatial Metadata (FGDC-STD-001.2-2001).  In addition to these FGDC standards, the ISO Geographic Information - Metadata standard (19115:2003) should be implemented to accommodate international data submissions and exchanges. The FGDC and ISO standards are very similar and will likely converge in the short term (CY 2004/05). Crosswalks that allow migration of content between the FGDC and ISO standards are being actively developed with the support of the FGDC.


It is important to understand that all of these metadata standards are content standards. They specify the metadata content that must exist, not the format of that content, or the system used to manage that content. The goal of these standards is to help users know what content exists, to provide a framework for querying that content, and to aid in understanding the meaning of the information that is returned. For example, the FGDC and ISO standards both provide mechanisms for describing the spatial and temporal extent of a dataset. Systems that manage these metadata must, therefore, provide answers to queries like "what is the spatial extent of this dataset" or "what is the temporal extent of this dataset." The details of the underlying system are not specified and are not important as far as the standard is concerned. 


During the decade since the initial release of the FGDC standard, several common representations (or formats) for FGDC metadata have emerged in the metadata community. The first is referred to as the text representation. It lists the names of the FGDC fields generally followed by a colon and the content of that field. Indentation is used to indicate sections of the metadata record (See Table 1). The second common text representation for FGDC metadata is XML which uses a tag structure similar to HTML to identify fields and delineate content. The names of these tags are called short names in the FGDC standard and an XML Document Type Definition (DTD) is available for the standard.

There are many benefits to using XML as a text representation for metadata including standard validation, parsing and display tools. XML has essentially replaced the text representation as a standard for metadata exchange because of these, and other, benefits.
Table 1. Common Text and XML Representations of FGDC Metadata.

	FGDC Representation (format)
	Example

	Text
	Identification_Information: 

  Citation: 

    Citation_Information: 

      Originator: National Geophysical Data Center (comp)

      Publication_Date: 1994

      Title: Landslides

      Edition: First

      Publication_Information: 

        Publication_Place: Boulder, CO

        Publisher: National Geophysical Data Center

      Online_Linkage: http://www.ngdc.noaa.gov/seg/fliers/se-0801.shtml

	XML
	<?xml version="1.0" encoding="ISO-8859-1"?>

<metadata>

  <idinfo>   

    <citation>     

      <citeinfo>

        <origin>National Geophysical Data Center (comp)</origin>

        <pubdate>1994</pubdate>

        <title>Landslides</title>

        <edition>First</edition>

        <pubinfo>         

          <pubplace>Boulder, CO</pubplace>

          <publish>National Geophysical Data Center</publish>

        </pubinfo>

        <onlink>http://www.ngdc.noaa.gov/seg/fliers/se-0801.shtml</onlink>

      </citeinfo>

    </citation>



The seven major categories of information captured in an FGDC CSDGM (standard) metadata record are briefly described in Table 2.  Several profiles have been developed to supplement the FGDC CSDGM.  These profiles extend the scope of the FGDC standard and provide for inclusion of discipline specific information. The three profiles currently of interest are the Biological Data Profile, and the Shoreline Metadata Profile, and the Extensions for Remote Sensing Metadata.  The primary extensions of the Biological Data Profile to the standard are the addition of taxonomic information and methodologies required by the biological data community.  The Shoreline Metadata Profile incorporates information on tidal conditions and meteorological events that can impact shoreline and other coastal data sets.  The Remote Sensing Extensions (RSE) define content standards for metadata that are needed to describe data obtained from remote sensing activities. The RSE include metadata describing the sensor, the platform, the method and process of deriving geospatial information from the raw telemetry, and the information needed to determine the geographical location of the remotely sensed data.  These extensions are clearly critical to describing many of the datasets archived by NESDIS.  In addition, metadata to support aggregation, both the components of an aggregate data set and the larger collection of which a data item may be a member, are supported.
Table 2. Major Sections of the FGDC Metadata Standard.

	Section
	Description

	1. Identification <idinfo>
	Basic information about the data (mostly data discovery): citation, description, time period of content, status, spatial domain,  keywords (theme, place), access constraints, use constraints, scientific point of contact, browse graphic, data set credit, security, native dataset environment, cross reference

	2. Quality <dataqual>
	Attribute accuracy, logical consistency, completeness, positional accuracy, lineage (processing history), cloud cover

	3. Spatial Data Organization <spdoinfo>
	Indirect spatial references, direct spatial references (raster object information)

	4. Spatial Reference <spref>
	Horizontal coordinate system (projection), vertical coordinate system 

	5. Entity and Attribute <eainfo>
	Detailed description (entity type, i.e. grid cell and attributes / parameters), Overview description

	6. Distribution <distinfo>
	Distributor contact information, resource description (URL), distribution liability, standard order process (formats), custom order process, technical prerequisites, available time period

	7. Metadata <metainfo>
	Metadata date, review date, future review date, contact information, metadata standard, metadata standard version, time convention, metadata access and use constraints, security, extensions



Many of the same sections as the FGDC and some important new information are included in the ISO 19115 standard (scheduled to be finalized during 2004). For example, the ISO standard includes a much more useful way to describe a URL than the FGDC standard. It includes a name and a description for the URL in addition to a category of the service provided by the URL (download, information, offlineAccess, order, or search). This allows data providers to create meaningful Web pages directly from the metadata and to link to more detailed search mechanisms from a general data discovery system. The ISO standard also includes richer codesets for describing associations between datasets (crossReference, largerWorkCitation, partOfSeamlessDataset, source, or stereoMate) and for describing roles of people associated with datasets (resourceProvider, custodian, owner, user, distributor, originator, pointOfContact, principalInvestigator, processor, publisher, author). The RSE and ISO both provide mechanisms that can be used to support aggregation of metadata records.

Sparse and Dense Metadata


The characteristics and differences between sparse and dense metadata are important design and implementation concepts in planning for metadata management systems. Database design and retrieval strategies are fundamentally different for these different types of metadata. FGDC metadata are inherently sparse. There are many possible fields, but only a small subset of those fields is filled out for any given “record”. Parameter-value representations, like those in Table 1, and database designs work well in these situations. Standards based “collection” metadata is generally sparse and the database design used for these metadata is parameter-value. This design also fits naturally into an XML based paradigm such as that currently used in many metadata situations.

Dense metadata is similar to file headers or inventory metadata where one expects to find values for most of the fields in each record. Dense data are better managed in a more traditional relational database structure.


The design and implementation of NESDIS metadata systems will almost certainly combine sparse and dense metadata. There are many things that we know, i.e. collection metadata will always be sparse, but a variety of trade-offs between these two end member designs will need to be explored as these systems are built and used.

Metadata System Elements and Relationships


Dense and sparse metadata certainly have roles in a NESDIS metadata system. The conceptual system diagrams presented below include system elements for both types of metadata (Figure 3).
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Figure 3. Metadata System Elements and Relationships

There are several types of relationships between the elements shown in Figure 3. Managers of dense metadata provide subsets or updates to sparse collections using various means (e-mail, file sharing, Web interfaces …) or using automated systems. Managers of sparse metadata then support data discovery tools either locally (the NOAAServer search page) or by forwarding metadata (NOAAServer and GCMD) or by supporting interfaces used for distributed searches (FGDC Clearinghouse). Finally, the data discovery tools pass queries or users back to the dense metadata collections if the users need more detailed information that is not supported by the sparse collections.

Approaches to Metadata Management

Several different approaches to metadata management and access are used in NOAA and the global environmental data community. One of these is a centralized approach in which multiple groups provide standard metadata to a central repository where it is managed and made available to users with a variety of search mechanisms. This approach has the advantage of centralizing metadata expertise and generally simplifying the search process by hiding details of the data sources from the users. In the past, this goal of a "seamless" search capability was a driving force for many metadata development efforts in NOAA, especially NOAAServer. The performance and reliability of distributed searches is also a concern favoring the centralized model.


In the broader environmental data community the NASA Global Change Master Directory (GCMD, http://gcmd.gsfc.nasa.gov) is a good example of the centralized model. The GCMD includes thousands of metadata records from many U.S. and international sources. The content of these records is compliant with the Directory Interchange Format (DIF), a discovery oriented metadata standard developed during the late 1980's as part of the NASA Master Directory project. The GCMD has recently developed the concept of a GCMD "Portal"; a collection of Web pages that allow users to search subsets of the GCMD appropriate for a particular science group or organization. The portal pages have a look and feel controlled to some extent by the group or organization rather than the look and feel of the GCMD.  It is worth noting that the GCMD staff of thirteen includes several catalog librarians and library information system experts.


The alternative model for metadata management systems is the distributed model that involves repositories in a number of locations that are brought together by a distributed search usually done using the Z39.50 protocol. This model is used universally in libraries (see http://www.webclarity.info/registry/servlet/com.seachange.gti.ListAll) world wide and has been implemented in the Federal geospatial data community by the FGDC Clearinghouse which now has more than 400 nodes (http://www.fgdc.gov/clearinghouse/clearinghouse.html). The Open Archives Initiative (http://www.openarchives.org/) is another more recent example of use of the distributed model.


To date, the centralized concept has not worked very well for NOAA. We have not been successful at motivating data providers to update remote metadata collections; consequently much of the metadata held in NOAAServer is out-of-date and not compliant with the FGDC standards. It has proven difficult to motivate metadata experts within the NOAA Line Offices to contribute to NOAA-wide efforts rather than building specific systems for their own programs. It is also difficult to maintain organizational support for centralized metadata collections, especially when funding is not obviously associated with the requirement.

These difficulties have been sufficient to essentially derail the centralized metadata approach in NOAA even when the FGDC compliant metadata collections from each line office amount to only tens to hundreds of records. These difficulties will multiply in the near future as the size and complexity of NOAA’s metadata collection increases.  The NODC metadata collection will grow from less than 100 records to more than 20,000 during FY 2004. The largest single collection of NESDIS metadata is the Operational Significant Event Imagery (OSEI) collection that includes over 5000 records. This collection did not exist prior to 2003. The NOAA central library catalogs more than 150,000 items that relate to environmental data. These numbers suggest that we need to evolve NOAA metadata management and access systems toward the distributed model described above.

The evolution towards distributed metadata systems within NOAA changes the landscape considerably. In this scenario, there is no single repository; rather, the metadata system is made up of a series of nodes distributed across NOAA. This new environment is more heterogeneous and evolutionary in terms of people, organizations, and data types. Heterogeneity is best supported by an approach that favors agility and discovery based planning over the more formal requirements gathering and traditional waterfall development processes.

System Development Strategies


The NESDIS and NOAA metadata management environment will clearly evolve significantly during the next several years as distributed enterprise systems are developed and implemented. These systems will be significantly different than traditional systems developed independently by small groups. New approaches to system development processes will need to be used. These approaches must acknowledge the fact that system requirements will evolve during the development process. This suggests that an approach like the Spiral Development Model (Hansen et al., 2000) might be more effective than the traditional Waterfall Model.

The Spiral Development Model envisions the development process as a series of spirals, each of which responds to a different set of requirements and risk factors. The changing requirements can result from new partners (data providers or end-users), evolving metadata standards, new versions of COTS tools being used in the system, and other changes.

Developing a distributed metadata management system will also require collaboration across groups in multiple NESDIS Offices and NOAA Line Offices. In order to be successful, this collaboration will require significant leadership (Habermann, 2002) and attention to the collaboration process (Linden, 2002).
Existing NESDIS and NOAA Metadata Systems


NESDIS presently operates five major metadata collections: NOAAServer, NOAA Central Library, the Comprehensive Large Array-data Stewardship System (CLASS), the Metadata Enterprise Resource Management Aid (MERMAid), and the NOAA Metadata Manage and Repository (NMMR), see Error! Reference source not found..

NOAAServer


The NOAAServer was an early attempt to design and implement an integrated system for accessing all NOAA data. NOAAServer started coincidentally with the emergence of the World Wide Web and much of the focus of NOAAServer was related to serving data and information on the Web. The project evolved into a collection of FGDC-like metadata from all NOAA Line Offices that is held in the Office of the NESDIS CIO. These metadata can be searched using a simple web CGI interface implemented in Perl and Java. NOAAServer also supports GCMD by providing information derived from NOAA metadata and a number of FGDC Clearinghouse nodes for NOAA metadata implemented using freeware Z39.50 servers and indexing tools provided and supported by FGDC. The NOAAServer group also serves as a source of information about FGDC metadata for NOAA and has represented NOAA on various FGDC committees.
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Figure 4. Present NESDIS Metadata Systems
NOAA Central Library

The NOAA Central Library maintains the largest metadata collection in NESDIS with well over 150,000 items. Many of these items are books that contain important historic environmental data and information. The Library is included in these schematics because it is an important metadata collection and source of expertise. It is, however, different in many ways from the other NOAA elements. The Library metadata collection is managed using a database tool developed specifically for libraries. It supports Z39.50 searches using the Machine Readable Catalog (MARC) standard. The Library also supports its own data discovery system.  

A recent addition to the NOAA Central Library activity includes the management and distribution of video imagery.  The Video Data Management System currently provides a catalog of video imagery collected on NOAA Ocean Exploration cruises.  These data (or segments of the data) are viewable and downloadable via the World Wide Web.

Comprehensive Large Array-data Stewardship System (CLASS)

The Comprehensive Large Array-data Stewardship System (CLASS) is an electronic library of environmental satellite data.  The CLASS metadata collection is also separate from the rest of the elements in the picture. The CLASS metadata comes primarily from OSDPD as file names and file headers. A subset of this information goes into the CLASS Inventory (dense metadata) to support the CLASS Data Discovery Tool. These metadata are compliant with community standards developed over the years by OSDPD and their customers.

Metadata Enterprise Resource Management Aid (MERMAid)


The Metadata Enterprise Resource Management Aid (MERMAid) was developed by the National Coastal Data Development Center (NCDDC) to assist Federal, State and local agencies, academic institutions, non-profit organizations and private industries in the creation of FGDC compliant metadata.  The underlying application, Z-Object Publishing Environment (Zope), is open source, eliminating any capital investment or operating costs to data providers.  MERMAid represents a middleware component that provides rich metadata services, within a secure web-based environment, that address the development, management and quality control of metadata resources.  Some of MERMAid’s key features include:

· Multiple deployment strategies including a traditional web server, a load-balanced middle-tier web application server, or a standalone (i.e. a deployed notebook) on a variety of operating platforms (e.g. nix’s, Microsoft, and Mac OSX)

· A metadata record modeled as a collection of software components representing FGDC’s compound element hierarchy

· Component structure, security model and workflow collaborate to provide an organization with a great deal of flexibility in defining and enforcing a security plan and publishing policy

· Component structure and enhanced editing features that support flexible copy-cut-paste operations on all or part of a record, saving time and ensuring proper placement of compound elements

· Enhanced validation and specialized quality checks which increase the opportunity to create high quality metadata

· FGDC Standard metadata can be converted to Biological or Shoreline profiles with the click of a button, and edit operations are automatically converted when they involve pasting compounds between different record profile-types

· Existing FGDC XML or Text formatted files can be ingested individually or as a batch process

· Record contents can be exported to the user’s local file system as FGDC XML, Text, or HTML 

· Ancillary digital items (e.g. documents, emails or graphics) can be uploaded and managed within a record

· A remote authoring and source control feature allows experienced writers to use their editor of choice

· FGDC CSDGM and the Biological and Shoreline Data Profiles are fully supported. The Remote Sensing extension is currently undergoing Beta testing.  


NCDDC provides MERMAid access to coastal data resources (organizations and individuals) in order to develop, validate, manage and publish metadata records for their data.  Within MERMAid, users/data providers can establish unlimited metadata databases to organize their metadata records any way they see fit (i.e. by program, project, data type, personnel).  In addition to supporting metadata development within NESDIS, MERMAid is used by other NOAA line offices including various NOS and NMFS offices and is available for use by all NOAA personnel.  MERMAid account holders also currently include personnel from other federal agencies, such as NASA and the Navy, commercial/private industry, NGOs, state and local governments, universities (national and international), high schools, and Indian tribes. 


Two projects are currently ongoing to integrate metadata developed and managed in MERMAid with other NOAA metadata systems.  One project uses an automated process that modifies and bundles cataloged metadata with the associated distributed data from a non-NOAA organization and transfers the data/metadata bundle to the NODC for archival.  The other project involves the conversion of FGDC compliant metadata in MERMAid to a MARC standard metadata record for transfer to the NOAA Central Library (NCL).  This second project also ties together the integration of both Program and Expedition information and data management systems, used by NOAA’s Office of Ocean Exploration and Undersea Research Program, with MERMAid’s metadata development, management and publishing capability and the NCLs Video Data Management System (VDMS).  Additional development and further automation of these integration projects shall continue.  Also planned is a connection between MERMAid and the NMMR for the direct transfer (harvesting and submission) of metadata between these systems.


As NCDDC expands its data service capabilities (i.e. sampling, transformation, aggregation, etc.), the need to automate the generation of “customized” FGDC-compliant metadata becomes a high priority.  Future plans for MERMAid also expand its function as a middleware component.   The approach being taken to is to develop a Message Broker Gateway and enhance existing middleware components to provide the user community with Process Driven Metadata.  Process Driven Metadata imposes a paradigm shift away from the current record-centric effort in MERMAid to a data-centric process-driven solution.  It establishes a middleware workflow process to automate the generation of FGDC metadata by implementing rich data semantics within the data service process.  It moves syntactic and semantic data descriptions near the access and aggregation point.  It establishes a new publishing interface for MERMAid that evaluates data semantics, resulting from data processes, to compose and deliver FGDC-compliant metadata.  This will dramatically reduce the volume of records created and managed for observing platforms and relational databases as well as provide support for data requests that involve a value-added service performed on the data.

NOAA Metadata Manager and Repository (NMMR)


Several groups in NESDIS, NOAA, and the private sector have formed a partnership to develop a system that supports the creation and management of metadata that is compliant with the FGDC and ISO standards. This system is called the NOAA Metadata Manager and Repository (NMMR, Error! Reference source not found.). It was developed jointly by the NOAA Coral Reef Information System (CoRIS), the NESDIS Data Centers, the NOAAServer, the NOAA Central Library, and other groups and is presently administered jointly by NGDC and NODC. The objectives of the NMMR are:

· to support the metadata needs of multiple NESDIS and NOAA groups with a single system based on COTS tools

· to support National (FGDC) and international (ISO) metadata standards

· to enable scientists and data managers to create and manage metadata using World Wide Web browsers

· to provide multiple mechanisms for entering metadata into and retrieving metadata from the system

· to support existing NOAA-wide (NOAAServer) and project-specific (CoRIS) tools for data discovery 
Since the original release of the NMMR, the NESDIS Operational Significant Event Imagery (OSEI) group has joined as an active partner (Habermann et al., 2003). The NMMR presently holds FGDC-compliant metadata from the three Data Centers, CoRIS, and the Operational Significant Event Imagery (OSEI) group in the Satellite Services Division (SSD) of OSDPD.


Currently the NMMR, made up of nodes at NGDC and NODC, is evolving toward the distributed model described above. Both nodes run the same metadata management software (databases in Error! Reference source not found.) and the interfaces to the metadata are being jointly developed by programmers in both locations.


Originally the NMMR repository at NGDC held all metadata for the three Data Centers, NSIDC, OSDPD and OSEI. The repository at NODC held metadata for the NOAA Coral Reef Information System (CoRIS) and provided a search of the NOAA Central Library. As the size of the NODC collection increases, these records will be held locally in the NODC repository.

The NMMR is built around a commercial relational database management system (Oracle) with specific metadata management technology, (Blue Angel Technologies) and geospatial data (Oracle Spatial) extensions. As described below, the NMMR acknowledges the existence of many different metadata systems and standards in NESDIS (and NOAA) and the importance of including all of these standards and crosswalks between them in a comprehensive metadata management system. At present, however, the NMMR development effort has focused solely on FGDC compliant metadata. We are in the initial stages of experimenting with incorporating the ISO standard.

Metadata in the NMMR can be accessed using a wide variety of standard tools based on Structured Query Language (SQL) and Geographic Information Systems (GIS) as well as through a set of commercial Java Class Libraries. These interfaces are illustrated in Error! Reference source not found. At present the metadata from both NMMR nodes (NGDC and NODC) are replicated at NOAAServer in order to support a public search interface. NOAAServer also supports GCMD and a number of FGDC Clearinghouse nodes.
Getting Metadata into the NMMR


NMMR users need to be able to create metadata easily and to integrate the NMMR into a wide variety of data documentation processes. The system supports two types of World Wide Web (Web) interfaces for the scientist or data manager to use to create or edit metadata (A in Error! Reference source not found.). The first type of interface provides access to all of the metadata fields for a particular record (the comprehensive interface). This interface is useful for the data manager who is familiar with the metadata standards being used and wants to be able to manage metadata in the context of those standards. The second type of interface (task-specific) presents only those metadata fields that are relevant to a specific task (i.e. defining the spatial extent of a dataset). These interfaces require no knowledge of the metadata standards and are generally easier to use. Task-specific interfaces can be developed to support whatever specific requirements emerge as the metadata management system evolves through time. They can also be integrated into other Web pages as components. 


The extensible mark-up language (XML) is playing an increasingly important role in metadata management and exchange. The NOAA Metadata Manager and Repository can import XML files across the internet from scientist's desktops (B in Error! Reference source not found.). This allows scientists to create metadata locally using any tool that can write FGDC or ISO compliant XML, or use a text editor and use MP (Metadata Parser) to convert text to XML, and then to import that XML into the NMMR.

The Java Libraries included in the NOAA Metadata Repository provide a straightforward mechanism for ingesting metadata from any science format used in NOAA that can be accessed using the Java Programming Language (C in Figure 1). This approach has been used to access metadata stored in NetCDF as well as in local or remote relational database systems. In both of these cases a crosswalk is required between the metadata standards being used in the science datasets and those in the science data files or databases. The Java Libraries also make it possible for data processing systems to insert new metadata into the repository (D in Error! Reference source not found.). This might include lineage information that tracks the processing history of a particular dataset or data quality information derived from statistical analyses. Either of these last two metadata creation approaches (C or D) can be supported using the Simple Object Access Protocol (SOAP) in a Web Services architecture.
Getting metadata out of the NMMR 


Getting metadata out of the NMMR in a variety of forms is also important. As mentioned earlier, XML is rapidly becoming the most popular format for metadata exchange. The NOAA Metadata Manager and Repository automatically exports metadata to XML files to support Web display in a number of formats (using XSLT) as well as connections to other programs (i.e. NOAAServer, the Global Change Master Directory (GCMD) and the Geography Network, E in Error! Reference source not found.). It is also possible to support web searches directly using the Java Class Libraries (F in Error! Reference source not found.). This is presently being done by CoRIS in a search interface that combines text and map searches (http://www.coris.noaa.gov/metadata/map-search/viewer.htm) and will soon be used for a full text search of the OSEI image descriptions.


Spatial extent is a required field in FGDC and ISO metadata standards, so metadata records are spatial objects that can be visualized or analyzed using a geospatial database and desktop or internet based GIS tools (G in Error! Reference source not found.). Error! Reference source not found. shows a map created using a standard web browser and the internet mapping tool ArcIMS. Each rectangle on this map shows the spatial extent of a dataset with metadata in NOAAServer. When users click on these rectangles information from the corresponding metadata records is displayed below the map. The links in that list connect the user to the full metadata records.
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Figure 5. The NOAA Metadata Manager and Repository
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Figure 6. Map showing spatial extent of NOAA metadata records
Satellite Metadata Systems

NESDIS uses several standards and related systems (Table 3) for documenting satellite data and products. Many of these approaches have evolved from dense metadata systems originally designed with file headers as the primary mechanism for storing metadata and from traditional guides for data users. Several of these systems now use relational databases for managing granule metadata (the CLASS Inventory and DMSP database). These databases are populated with metadata used to support data discovery during the ingest of data into the CLASS and DMSP archives.
Table 3. Existing Satellite Metadata Systems

	Location
	Characteristics

	Polar Orbiter Data User's Guide
	The NOAA Polar Orbiter Data User's Guide is a document that describes the orbital and spacecraft characteristics, instruments, data formats, etc. of the TIROS-N, NOAA-6 through NOAA-14 polar orbiter series of satellites. This printed and web-based guide (http://www2.ncdc.noaa.gov/docs/podug/) is the classic source for information about NOAA's satellites, the instruments they carry, and the data that are available from those instruments. 

	Level 1B Archive
	Granule level information for satellite data in the SAA. Each Level 1B file includes orbit and scan line metadata that are described in the Polar Orbiter Data User’s Guide (http://www2.ncdc.noaa.gov/docs/podug/index.htm).

	CLASS Inventory / File System
	Granule level metadata for all CLASS data except IPD and Pathfinder Products are stored in the Informix database. The structure of this database is documented in the SAA Library. The IPD and Product metadata are stored on-line in flat files.

	DMSP Database
	The DMSP archive at NGDC stores granule level information in a MySQL relational database.

	ETL TOVS Obit Summaries
	A time series of simple statistics for each channel and orbit of TOVS that provides long-term quality information. This is a granule level system.

	NESDIS Satellite Product Command Post
	A database that relates satellites, instruments, products, POPs and scientific disciplines and that contains a significant collection of product metadata has been created by NESDIS and is on-line at http://satprod.osd.noaa.gov/satprod/controlcenter.cfm. The information content for this system is stored in a relational database (SQLAnywhere) and is accessed using Cold Fusion. This is mostly sparse, catalog level metadata.


 
The Satellite Products Database offers a very broad collection of sparse metadata for over 400 NESDIS satellite products. The database can be searched by satellite, instrument, measurement category, or product group. The database also includes flowcharts for many satellite data and product processing systems. The SatProd website offers a vision of the capabilities of a comprehensive satellite metadata collection. Unfortunately, as is so often the case, collecting and maintaining the content of the underlying database is difficult.
Evolving NESDIS and NOAA Sparse Metadata Systems


The NMMR has been developed by well established partnerships between the NESDIS Data Centers, the NOAAServer, the NOAA Central Library, the NOAA Coral Reef Information System (CoRIS) and other groups. Their goal is to improve accessibility and quality of data archived by NESDIS and to satisfy Federal metadata requirements. Bringing CLASS into this network of partnerships is an important step towards unifying metadata efforts across NESDIS and NOAA. It is also important as a step towards integrating CLASS efforts with the growing Federal geospatial community. 
This section outlines a plan to converge metadata efforts across NESDIS and potentially across NOAA. It provides a starting point for discussions of this convergence process. At this point the plan is rather NESDIS-centric as it is important for NESDIS to get their house in order before addressing the more complex NOAA-wide challenges.
The Present


Present NESDIS metadata systems described above are illustrated schematically in Error! Reference source not found.. The overall system includes four separate metadata collections.
Step 1. Shared Sparse Metadata

The first step that we can take to integrate CLASS into the bigger picture involves the metadata presently held in the Data Family Metadata table in the CLASS Inventory. This table holds sparse metadata for a small group of datasets and products served by CLASS (data families). Most of these data and products come from OSDPD, so the OSDPD element in Error! Reference source not found. has been replaced in Error! Reference source not found. with the CLASS Sparse element.


The CLASS Data Family Metadata was examined as part of the Satellite Metadata Characterization Project and it was determined that most of the fields are included in the FGDC standard. The metadata content would be expanded to achieve compliance with the FGDC standards and the FGDC Remote Sensing Extensions. The OSDPD metadata would be managed using the Web interfaces included in the NMMR. It will then be made available to the public using NOAAServer and the data discovery tools that it supports (GCMD and FGDC). This step will involve significant collaboration between metadata experts in the Data Centers and OSDPD Product Area Leads (PALs).


The sparse metadata would be replicated programmatically (dashed line) from the NMMR to the CLASS Inventory and it would continue to support the CLASS data discovery system as it does at present. The programmatic interface would also include the capability to update the sparse metadata collection as the contents of the inventory grow. 
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Figure 7. Sharing Sparse Metadata

The contents of the Satellite Product Database and the Polar Orbiter Data User's Guide also need to be integrated into the sparse metadata system. Much of this content fits well into the FGDC Remote Sensing Extensions either as a reference to existing content or as descriptions managed as part of the metadata system.


The Shared Sparse Metadata scenario has a minimal impact on existing CLASS systems, but achieving this scenario should not be misconstrued as a simple step. In fact, taking this step requires a significant change in the way OSDPD and CLASS address metadata requirements and implement their metadata systems. Such organizational changes have historically been more difficult to implement successfully than technological changes.
Step 2. Shared Discovery

The next step toward integration of NESDIS metadata management systems is developing a data discovery interface that integrates the NESDIS Data Centers, CLASS, and the NOAA Library (Error! Reference source not found.). This data discovery interface would focus on the first stage of the data discovery process, i.e. finding datasets or data collections of interest. Once a user had found such a dataset, they may be handed off to a dense metadata search mechanism to find the specific granule(s) of that dataset they need. This is the approach currently used in NOAAserver where the handoff is accomplished using one of the three standard NOAAServer URLs (moreinfo, browse, or obtain). The approach is also used in CoRIS when a user is interested in air photos of coastal regions. In that case, the air photo collection has a single sparse metadata record that points the user to a search of the dense metadata that includes details on each of the10,000 air photos.

The shared data discovery system conceived here will be significantly more powerful than either the existing NOAAServer or CLASS systems for a number of reasons. First, it will include geospatial databases as an integral element of the system. These tools will enable users to take advantage of extensive reference datasets and spatial connections in their search process. Second, the data discovery tool will also support extensive interactive mapping and detailed spatial metadata (i.e. observatory locations). Finally, the NOAA Central Library will be integrated into the discovery environment using a Z39.50 search.
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Figure 8. Shared Data Discovery

In the Shared Data Discovery scenario the two-tiered metadata sharing relationship between NMMR and CLASS goes away and CLASS switches to a standard dense metadata collection with standard relationships to the NMMR (like the Data Centers).

Step 3. Removing NOAAServer


The Shared Discovery scenario represents a fully integrated metadata system for NESDIS. If this scenario is achieved, a user will be able to search all data and products created and archived by NESDIS as well all resources in the NOAA Central Library. Achieving this step will require significant development using existing technologies and, more importantly, a significant evolution of the existing NESDIS culture. Nevertheless, this scenario can be achieved without involving other NOAA Line Offices. The first step that involves the other Lines is the removal of NOAAServer.
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Figure 9. NOAA Metadata Systems without NOAAServer

NOAAServer was conceived as a tool that could support data discovery and access for all NOAA data. This goal was never achieved for a number of reasons and, as time has passed, the content and technology included in NOAAServer has degraded because of decreasing support. This degradation will likely continue unless significant steps are taken to reverse the trend. NOAAServer has been supported by ESDIM and the Office of the NESDIS CIO and it is generally viewed as a NESDIS project, so it seems likely that NESDIS would need to initiate those steps if they are to happen.

Error! Reference source not found. shows schematically what NOAA's metadata systems might look like without NOAAServer. The NOAA Data Discovery Tool supported by NOAAServer is gone and, therefore, there is no single web interface for searching all of NOAA's data holdings. The NESDIS Data Discovery Tool described above serves that purpose for NESDIS data and other line offices would presumably need to develop their own data discovery tools. NESDIS, and the other line offices, would also be responsible for running FGDC Clearinghouse nodes and for sharing their metadata with GCMD if appropriate.

It is important to note that NOS is already supporting appropriate FGDC Clearinghouse nodes and developing metadata systems to be used by the entire line office (the NOS Metadata Explorer). Thus, their reliance on NOAAServer is decreasing significantly. It is also important to note that the scenario illustrated in Error! Reference source not found. does not preclude sharing of metadata related capabilities across multiple line offices, although it does not provide a mechanism for encouraging such interactions. It is, therefore, a somewhat "stovepiped" scenario rather than an integrated one.
Step 4. A NOAA Sparse Metadata Management System


An alternative to removing NOAAServer is to evolve it into a modern metadata management system for all of NOAA. Building this system would involve collaboration across all NOAA Line Offices, integrating existing systems that are not considered in  because of lack of familiarity with these systems. It is not at all clear what this system would look like, although experience with NOAAServer suggests that a distributed system might be more successful that a centralized one. In that case, any NOAA office could participate in the system by running a Z39.50 server, much as FGDC Clearinghouse nodes participate. Each office could manage their metadata internally or they could choose to use one of the NMMR nodes.
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Figure 10. The NOAA Sparse Metadata Management System

The integrated system shown in Error! Reference source not found. is, in some sense, the "Holy Grail" of NOAA metadata management. Achieving this system would require significant effort across all NOAA Line Offices. As in the case shown in Error! Reference source not found., most of the effort would be organizational rather than technological. Developing an integrated global environmental observation and data management system is one of NOAA's cross-cutting priorities. The metadata concept illustrated in Error! Reference source not found. is an important step toward that goal.

Implementing Remote Sensing Extensions


The FGDC Metadata Standards include a mechanism for extending the standards to include elements that are required by and relevant to specialized communities. This mechanism was used to create the Remote Sensing Extensions (RSE) for FGDC metadata, as well as other extensions (http://www.fgdc.gov/metadata/contstan.html). The RSE include metadata elements that are applicable to many NESDIS remotely sensed and in-situ datasets. Of particular interest are metadata sections that include information about Mission, Platform, Instrument, and Processing. These sections are described in Table 4 using the FGDC construction rule notation:
· Element - mandatory, occurs once

· n{Element}m - mandatory, occurs n to m times

· 0{Element}1 - mandatory if applicable

· required if and only if relevant

· 0{Element}n - mandatory if applicable, may occur up to n times

· (Element) - optional

· (m{Element}n) optional, may occur n to m times

Table 4. Remote Sensing Extension Sections

	0{Platform_and_Mission_Information}1 = 
     (Mission_Information) + (1{Platform_Information}n)

(Mission_Information) = (Mission_Description) + (Mission_History)



Mission_History =




Mission_Start_Date + (1{Mission_Significant_Event}n) + 0{Mission_Completion}1




Mission_Start_Date = Single Date/Time




Mission_Significant_Event = Process_Step



Mission_Completion = Single Date/Time


(1{Platform_Information}n) = Platform_Start_Date + (1{Platform_Sponsor}n) +



(Platform_Description) + (Platform_Orbit) + (Flight Protocol)

0{Instrument_Information}n =


[1{Instrument_Description}n | 1{Instrument_Reference}n |


1{Instrument_Description}n +1{Instrument_Reference}n]

     Instrument_Description = Instrument_Type + 0{Operational_Mode}1 + Collection_Type + 

          (Sensor_Orientation) + [Frame_Camera | Scan | Other_Collector_Description] +


    (Instrument_Properties_Description)

     Instrument_Reference = Citation_Information
Process_Step =

     Process_Description +

     0{Source_Used_Citation_Abbreviation}n +

     Process_Date + (Process_Time) +

     0{Source_Produced_Citation_Abbreviation}n +

     (Process_Contact) +

     (Algorithm_Information) +

     (Processing_Information)
(Algorithm_Information) = 
     Algorithm_Identifiers + Algorithm_Description +


1{Algorithm_Change_History}n+


(1{Algorithm_Peer_Review_Information}n)

          Algorithm_Identifiers = Citation_Information

          Algorithm_Description =


          [Algorithm_Text_Description | Algorithm_Reference]


               Algorithm_Reference = Citation_Information

          Algorithm_Change_History =


          [Algorithm_Change_Description | Algorithm_Change_Reference]


               Algorithm_Change_Description = 1{Process_Step}n


               Algorithm_Change_Reference = Citation_Information
          Algorithm_Peer_Review_Information =


          [Algorithm_Peer_Review_Description  | 








                    Algorithm_Peer_Review_Reference]


     Algorithm_Peer_Review_Description = 1{Process_Step}n

     Algorithm_Peer_Review_Reference = Citation_Information

(Processing_Information) =


Processing_Identifiers + 1{Processing_Input_Dataset}n +


(1{Ancillary_Dataset}n) + Processing_Software +


Processing_Procedure + 0{Processing_Change_History}1 +


(1{Processing_Documentation}n)

     Processing_Identifiers = Citation_Information

     Processing_Input_Dataset =


     Input_Dataset_Identifier = Dataset_Identifier


     [Input_Description | Input_Reference = Citation_Information]


     0{Input_Level}1

     Ancillary_Dataset = Ancillary_Dataset_Identifier = Dataset_Identifier +


     [Ancillary_Dataset _Description | _Reference = 








               Citation_Information]

     Processing_Software = [Processing_Software_Description | Reference]

     Processing_Procedure =


     Processing_Run_History = Process_Step + Processing Environment +


          (Processing_Proceedure_Description)

     Processing_Change_History =


     (1{Processing_Documentation}n)


These sections include descriptions, which are generally full text elements; references, which are citations; and process steps that describe what was done by who at some time (see full description in Table 4).


NESDIS satellite datasets and products fall into a hierarchy with levels that describe mission, platform, instrument, algorithm, and processing. This hierarchy is used as a primary data discovery tool in the NESDIS Satellite Product Overview website (SatProd, Figure 11). The left most table in this Figure lists twenty-five satellites. When a satellite is selected, the list of instruments for that satellite appears in the middle of the page (the list shown in Figure 11 shows eight instruments on NOAA-16). When an instrument is selected (like AVHRR/3 in this case), a list of product groups that are related to that instrument appears on the right hand side of the page. These product groups contain one or more related products that are produced using data from the satellite and instrument that have already been selected.

The NESDIS Satellite Product Overview database and website were developed prior to the approval of the FGDC Remote Sensing Extensions. The extensions described in Table 4 and extensions included in the RSE for aggregating metadata records now provide a standard framework for describing many of the relationships used in the SatProd database. The process_steps included in the RSE can also be used to describe processing systems and histories that are described in other sections of SatProd or in the Polar Data Users Guide. Information for the higher levels of the hierarchy is applicable to many datasets and products (i.e. metadata records), but it would not be efficient to store that information many times. A mechanism that stores the information once and allows it to be referenced from many metadata records needs to be implemented.
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Figure 11. The Satellite Product Overview Website.

These sections may also be important in addressing the need for NESDIS, and other groups, to create standardized metadata that describes the histories of observing networks and stations. This problem is being addressed in the Metadata Integration and Improvement (MI3) project at NCDC.  

Creating and Managing Dense (Granule) Metadata


The steps outlined above focus on sparse metadata management systems that benefit significantly from well known standards for metadata content and representation (i.e. XML). Dense metadata (also called granule metadata) tends to be more specific and is generally more heterogeneous. Nevertheless, these metadata must be considered in the creation of a comprehensive metadata creation and management system.

Figure 12 shows schematically an approach to granule metadata that is commonly used in NESDIS. Products and algorithms are developed by ORA and transferred to OSDPD for operational implementation. These algorithms produce products that are written to files with metadata included in the file name and as file headers.
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Figure 12. Common Approach to Granule Metadata Management.

When the files are received by the archive, the metadata included in the file name is read and inserted into the archive inventory as the file is saved to disc or tape. At this point, most of the metadata that is included in the file header is accessible only after the file is retrieved from storage and read. The archive data discovery system (represented by web pages in Figure 12) is built on the metadata in the inventory, which is only a small amount of the metadata transferred to the archive with the file. Users can only specify their needs and search for data based on this subset of the metadata. When the users receive the files that match the relatively simple criteria, they must develop code for a second data discovery step based on metadata in the header. In Figure 12 the user discovers that only one of the file files they retrieved and downloaded actually match their needs.


Of course, we can not unambiguously document the scenario depicted in Figure 12, but anecdotal evidence certainly supports the perception that it is not an unusual scenario for NESDIS archive users. Figure 13 illustrates a different approach termed the rich inventory approach. In this case, the archive ingests metadata from the file header as well as the file name into the inventory. In addition, the archive may compute simple descriptive statistics for the parameters in the files that are being ingested. These statistics are also included in the rich inventory. All three types of metadata (file name, header information, and descriptive statistics are now available to support the archive data discovery process, which clearly increases the power of that system.
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Figure 13. Archive with Rich Inventory.
The rich inventory concept illustrated in Figure 12 clearly increases the ingest processing load at the archive. Can this increase be justified? Figure 13 shows simple statistical properties (mean, max, and min) of TOVS data for nearly 5000 orbits over an
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Figure 14. HIRS Orbit Statistics for 1989.

entire year (1989). Even these simple statistics provide a rich time history of information about the quality of these data. We find an annual cycle to the mean, maximum, and minimum but with the largest range in the minimum values. There is a greater tendency to find extreme values for the maximum and minimum in the boreal winter than in the boreal summer, but the channel appears useful for this entire year.

Figure 15 shows another example of the potential applications for statistical information in a rich inventory. It shows the average global aerosol optical thickness computed from 1X1 degree weekly NESDIS products for 2002 and 2003 (the x-axis is time where the first two digits are year and the last three are Julian day. The average optical thickness shows an increase of roughly 40% during late 2002. This increase is not accompanied by an obvious change in standard deviation, but there is a period of high standard deviation during the middle of 2003.   
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Figure 15. Average Global Aerosol Optical Thickness for 2002-3.

These statistics can clearly provide information to the data producers and to the archive about changes in data that might signal changes in (or potential problems with) instruments or algorithms used to produce these products. Discovering and documenting those changes at the time they occur is clearly easier that discovering them years later when someone looks at the data for the first time.


The statistical time-series shown in Figure 14 and Figure 15 also clearly provide information that would be useful in the data discovery process. Scientists might be interested only in TOVS orbits that show the high maxima during the last quarter of 1989 or in orbits during the middle of the year with more typical maxima (Figure 14). They could be interested in time periods that included or excluded the jump in optical thickness shown in Figure 15. As the quantity and length of record of satellite data sets continues to increase, these statistical summaries by themselves can provide interesting scientific data that can be analyzed to describe global change and to monitor and detect changes in instrument calibration and intercalibration.
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Figure 16. Distributed Ingest.

These examples indicate that the rich inventory information can be very useful for NESDIS and NESDIS data/product users. In fact, this information is a powerful scientific stewardship tool. Figure 16 illustrates an elaboration of the rich inventory concept that may ameliorate load problems at the archive. In the distributed ingest scenario elements of the rich archive are calculated by the data producers and inserted into the (remote) inventory as the products are created or as the products are transferred to the archive. The algorithms developed by ORA would include the code required for doing these calculations and for communicating with the inventory (dashed lines in Figure 16). When those algorithms become operational and are transferred to OSDPD, the metadata creation and communication elements are already functional, ensuring that the rich inventory is populated without increasing the processing load at the archive.

The distributed ingest scenario also may support the possibility of serving multiple distributed archives from a single metadata inventory. In this case the products are stored in a location different than that of the metadata inventory (lower box in Figure 16). The rich inventory information is available to the archive data discovery system (as in Figure 14), and elements in that metadata give the location of the data. When the user requests that data it is provided from the remote location.

An Integrated Metadata System for NESDIS 


NESDIS has complex metadata requirements that are currently being addressed by a variety of disjoint systems distributed throughout the organization. This situation clearly complicates the data discovery and scientific stewardship challenges that NESDIS faces. This document has provided background information on metadata types and standards and on existing NESDIS metadata management applications and systems. General approaches to evolving towards a more integrated system have been described. Can an integrated system be achieved? 


The recent development of the concept of multiple systems working together in a loosely coupled framework of web services, along with the emergence of XML as a data transfer format, may provide important elements of an approach to overcoming this challenge. These technologies make it possible for processing systems to automatically send granule metadata over a computer network into a combined sparse and dense metadata repository. Figure 17 shows connections to the metadata repository from development systems, like those used to create processing algorithms in the NESDIS Office of Research and Applications, as well as from operational systems, like those running every day in the NESDIS Office of Satellite Data Processing and Distribution.

This framework provides a true end-to-end metadata creation and management system. This repository would also support web interfaces that make it possible for metadata managers and data providers to create and manage the sparse metadata for their datasets, as the NMMR currently does. When users request metadata for a particular granule, the repository retrieves the necessary information from the sparse and the dense metadata and combines it into a single seamless record for the user. 
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Figure 17. Integrated End-to-End metadata Management System.
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Appendix 1. NESDIS Metadata Memo

MEMORANDUM FOR:  Distribution

FROM:            Mary M. Glackin 

                 

  Deputy Assistant Administrator for Satellite and Information Services

SUBJECT:

NESDIS Policy on Metadata and GeoSpatial Data 

As scientists and data stewards, we all understand the importance of having well documented data, as well as the negative implications of a lack of good documentation.  Furthermore, understanding complex environmental problems demands well-documented data from many observing systems.  As a premiere data producer, NESDIS has a critical role and responsibility in good documentation of data.  The NESDIS Strategic Plan emphasizes this responsibility with goals that range from promoting optimal use of data to increasing our role in national and international partnerships.

In 1994, Executive Order 12906 required all Federal agencies to document all new GeoSpatial data that they collected or produced, either directly or indirectly, using the Federal Geographic Data Committee (FGDC) metadata standard and to make that standardized documentation electronically accessible to the FGDC Clearinghouse network.  The Office of Management and Budget (OMB) Circular A-16 (reference http://www.fgdc.gov/publications/a16intro.html) defines GeoSpatial data as “Information that identifies the geographic location and characteristics of natural or constructed features and boundaries on the Earth.  This information may be derived from, among other things, remote sensing, mapping, and surveying technologies.  Statistical data may be included in this definition at the discretion of the collecting agency.”  The various satellite and in-situ data sets produced within NESDIS fall under this definition, and it is imperative that they are documented with fully compliant metadata.  

OMB is becoming more involved in the FGDC process, and OMB Circular A-16 emphasizes “that all Federal agencies that collect, produce, acquire, maintain, distribute, use, or archive analog or digital spatial data in the fulfillment of their mission, financed directly or indirectly, in whole or part, by Federal funds are covered by this requirement.”  In fact, NOAA’s various information programs are highlighted in the A-16 document.

OMB has recently highlighted the importance of documented GeoSpatial data and the associated use of FGDC standards.  In the latest version of Circular A-11, Section 51 on Basic Justification Materials, OMB clearly states that “In February 2003, agencies must post information on all GeoSpatial data acquisitions in excess of $1M planned for FY 2004 on the FGDC clearinghouse, characterized using the FGDC metadata standard, taking care to specify the geographic area and scale to which the data layer is proposed to be collected.”  As a note, these data acquisitions cover data buys as well as data collected by Government-owned platforms.  Furthermore, in OMB Exhibit 300, Section II.A.2 Data C, they state that, “If this initiative processes spatial data, identify planned investments for spatial data and demonstrate how the agency ensures compliance with FGDC standards required by OMB Circular A-16.”  As you can see, OMB is quite serious about metadata, and since this guidance could have a significant negative impact on our programs if not followed, I want everyone in NESDIS to pay particular attention to these requirements and follow them.

In addition to metadata standards, we are also moving into a more geospatially enabled world where easy access to our vast and diverse data holdings to support preparedness planning for natural disasters, severe events, and homeland security are critical.  NESDIS has tremendous holdings of environmental data that need to be made more widely available in newer formats that support GeoSpatial applications such as Geographic Information Systems (GIS) and web mapping applications.  As one of our next steps,  I would like to see effort made to provide data sets in a geospatially enabled format (e.g., GeoTiff) that can be used for ingest by web mapping and/or GIS applications.  The use of URL links in metadata descriptions to a GeoTiff preview graphic would be a start for this effort.  



Therefore, it is incumbent upon all program managers within all NESDIS Offices and Centers, who are responsible for data set products, to have them properly documented with FGDC-formatted metadata.  The GeoSpatial Data and Climate Services Group (GDCS) under the NESDIS Office of the CIO has the responsibility for ensuring that up-to-date metadata descriptions are available on NOAAServer for the FGDC Clearinghouse community to see.  A significant number of our data set descriptions are either non-existent or severely out of date.  NOAA’s Coastal Services Center has an excellent page on metadata available at http://www.csc.noaa.gov/metadata/.  The NESDIS CIO’s office also has some resources and metadata templates on-line at http://www.eis.noaa.gov/fgdc/index.html, to assist in this effort.  In addition, our CIO office has been working with the NOS, along with focal points from NGDC and NODC, to arrange for metadata training sessions for data set providers in NESDIS.  We also will be working on improving NOAAServer to develop some on-line tools to make the creation and updating of metadata descriptions a less burdensome task. 

I am directing all Offices and Centers to implement this guidance.  I request that each Office and Center name a working level metadata focal point to work with the CIO’s office.  Please provide a contact name to Howard Diamond who heads the CIO’s GDCS group and is the overall NOAA focal point for coordinating directory level metadata issues with FGDC.  Howard will work to schedule briefings and meetings across NESDIS to make this happen, and I have asked him to provide a quarterly status report at the NESDIS quarterly reviews on the progress being made by NESDIS components in this area.

Distribution:

NESDIS Office and Center Directors
cc:
NESDIS ITAT

E/CIO - R. Mairs

E/CIO - H. Diamond

E/CIO – D. Vercelli

E/GC – T. Habermann

E/OC – P. Dwivedi

bcc:  Ex1 - M. Glackin

         CFO - W. Hall

E/CIO:HDiamond:301-713-1283x229:lj:8/9/02
Appendix 2: NOAA Administrative Order 212-15

MANAGEMENT OF ENVIRONMENTAL AND GEOSPATIAL DATA AND INFORMATION

Effective: 12/22/03 

SECTION 1. PURPOSE.
This Order establishes a National Oceanic and Atmospheric Administration (NOAA) policy for acquiring, integrating, managing, disseminating, and archiving environmental and geospatial data and information obtained from worldwide sources to support NOAA's mission.

SECTION 2. SCOPE.
This Order applies to all NOAA environmental and geospatial data and to the personnel and organizations that manage these data, including Line Offices, Program Managers, NOAA National Data Centers, and Centers of Data.

SECTION 3. POLICY.
.01 NOAA environmental and geospatial data will be maintained in accordance with applicable Office of Management and Budget (OMB) regulations, including OMB Circulars A-16 and A-130; Federal Geographic Data Committee (FGDC) approved data standards; federal law related to records management within federal agencies - Sections 3101-3107 of Title 44 of the United States Code (44 U.S.C. 3101-3107); the Paperwork Reduction Act of 1995 (44 U.S.C. 3501 et seq.); and National Archives and Records Administration (NARA) Records Management Regulations - Parts 1220-1238 of Title 36 of the Code of Federal Regulations (36 CFR 1220-1238).

.02 NOAA data management planning will include end-to-end data stewardship.

.03 For major systems acquisitions, any exception to including validated data requirements shall be outlined in a decision memorandum to the Under Secretary of Commerce for Oceans and Atmosphere before funding is sought.

SECTION 4. RESPONSIBILITIES.
.01 The NOAA Chief Information Officer (CIO) shall be responsible for implementing and managing this Order in consultation with the CIO Council.

.02 Each NOAA Program Manager shall:

a. support NOAA's mission for stewardship of the Nation's environmental and geospatial data and information throughout the process of acquiring, archiving, integrating, and disseminating such data and information;

b. develop a data management plan in coordination with the appropriate data center, specifying the data life cycle and disposition of data and information for each program;

c. ensure that during the initial planning of new programs NOAA Line and Staff Office requirements for new data are identified;

d. take appropriate steps to ensure acceptable accuracy, precision, representativeness, documentation, and long-term continuity of NOAA's quality data sets for the user community;

e. be alert to and mitigate the risks caused by changes of instruments, platforms, locations, and methods for observing or processing data;

f. comply with Section 515 of Public Law 106-554 to ensure and maximize the quality of information disseminated by NOAA - scientific procedures shall be followed to ensure quality control and calibration of the data; and

g. cooperate with other agencies to ensure compatibility between the recorded observations of each agency to the maximum extent practicable.

.03 Each Line Office shall determine, in accordance with applicable law, regulations, and policy; where, when, and/or how its environmental and geospatial data and information are archived and how they are made available. Data are considered, and are to be treated as, corporate assets.

.04 NOAA National Data Centers and Centers of Data shall:

a. maintain an environmental data and information metadata catalog;

b. protect and preserve their environmental data and information holdings; and

c. make their holdings accessible to users under uniform guidelines.

SECTION 5. DEFINITIONS.
.01 Environmental Data - recorded observations and measurements of the physical, chemical, biological, geological, or geophysical properties or conditions of the oceans, atmosphere, space environment, sun, and solid earth, as well as correlative data and related documentation or metadata. Media, including voice recordings and photographs, may be included.

.02 Geospatial Data - information that identifies the geographic location and characteristics of natural or constructed features and boundaries on the Earth. This information may be derived from, among other things, remote sensing, mapping, and surveying technologies. Statistical data may be included in this definition at the discretion of the collecting agency.

.03 Information Quality - a term prescribing requirements for objectivity (accuracy and absence of bias), utility (usefulness), and integrity (protection from unauthorized disclosure or changes) associated with data disseminated by federal agencies.

.04 NOAA National Data Centers are major archives that maintain, process, and distribute retrospective environmental and geospatial data. The Centers provide long-term stewardship for most of NOAA's environmental and geospatial data and a broad range of user services. The Centers serve as Agency Record Centers subject to NARA-accepted archive standards. NOAA National Data Centers may be composed of two or more archive facilities linked together through a computerized wide area network.

.05 Centers of Data are facilities where extensive collections of a given environmental parameter(s) are maintained because of individual or institutional research or operational requirements (e.g., the National Ice Center). The Centers of Data, which are not held to all the NARA archive standards, must still adhere to basic good stewardship practices including off-site data backup and maintenance of adequate environmental control and security for their holdings. Centers of Data transfer their data holdings to the NOAA National Data Centers for permanent archiving when continued storage at the Center of Data is no longer appropriate.

.06 Program Managers, for purposes of this Order, are those individuals who have overall responsibility for the collection or acquisition of data or information. This responsibility extends from the Assistant Administrator level down to the individual manager who is most directly involved in the conduct and outcome of a particular program (e.g., a specific field program).

.07 Data management is the control of data handling operations such as planning, data acquisition, quality control and validation, reprocessing, storage, retrieval, and dissemination of data. Data management services include maintaining active data bases, documenting algorithm development, providing interactive access to both program data and data from other sources, data handling, and assisting secondary users with access to collected data.

SECTION 6. REFERENCES.
The Office of the Chief Information Office (OCIO) will maintain a list of applicable reference materials and will provide access to their electronic editions on the OCIO website at http://www.cio.noaa.gov. The following items are some of the primary reference materials related to this Order.

.01 "Guidelines for Ensuring and Maximizing the Quality, Objectivity, Utility, and Integrity of Information Disseminated by Federal Agencies" - OMB issuance that implements Section 515 of Public Law 106-554; intended to "provide policy and procedural guidance to federal agencies for ensuring and maximizing the quality, objectivity, utility, and integrity of information (including statistical information) disseminated by federal agencies.''

.02 NOAA Information Quality Guidelines - NOAA's policy and procedures document implementing Section 515 of the Treasury and General Government Appropriations Act for Fiscal Year 2001 (Public Law 106-554).

.03 NOAA Information Technology Architecture - contains the Archive and Access segment; NOTE: restricted access - those seeking access to the document must obtain a user identification and password from the OCIO.

.04 NOAA Records Disposition Handbook - documents NOAA's records disposition schedules.

.05 Federal law related to records management within federal agencies (44 U.S.C. 3101-3107) and the Paperwork Reduction Act of 1995 (44 U.S.C. 3501 et seq.).

.06 National Archives and Records Administration (NARA) records management regulations (36 CFR 1220-1238).

.07 OMB Circular A-l6, Coordination of Geographic Information and Related Spatial Data Activities.

.08 OMB Circular A-130, Management of Federal Information Resources.

.09 The E-Government Act of 2002 (44 U.S.C. 3602 et seq.) - promotes enhanced access to Federal Government information and services in a manner consistent with laws and regulations.

SECTION 7. EFFECT ON OTHER ISSUANCES.
None.

             /S/          
   Under Secretary of Commerce

    for Oceans and Atmosphere

Office of Primary Interest:

  NOAA Office of the Chief Information Officer (OCIO)

8/6/04
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