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DESCRIPTION OF WORLD DATA CENTERS

World Data Centers conduct international exchange of geophysical observations in accordance with the prin-
ciples set forth by the International Council of Scientific Unions (ICSU). They were established in 1957 by the
International Geophysical Year Committee (CSAGI) as part of the fundamental international planning for the IGY
prograin to collect data from the numerous and widespread IGY observational programs and to make such data readily
accessible to interested scientists and scholars for an indefinite period of time. WDC-A was established in the
U.S.A.; WDC-B, in the U.S.S.R.; and WDC-C, in Western Europe, Australia, and Japan. This new system for exchanging
geophysical data was found to be very effective, and the operations of the World Data Centers were extended by ICSU
on a continuing basis to other international programs; the WDC's were under the supervision of the Comite
International de Geophysique (CIG) for the period 1960 to 1967 and are now supervised by the ICSU Panel on World
Data Centres.

The current plans for continued international exchange of geophysical data through the World Data Centers are
set forth in the Fourth Consolidated Guide to Intermational Data Exchange through the World Data Centres, issued by
the 1CSU Panel on World Data Centres. These plans are broadly similar to those adopted under ICSU auspices for the
IGY and subsequent international programs.

Functions and Responsibilities of WDC's

The World Data Centers collect data and publications for the following disciplines: Glaciology; Meteorology;
Oceanography; Rockets and Satellites; Solar-Terrestrial Physics disciplines (Solar and Interplanetary Phenomena,
Ionospheric Phenomena, Flare Associated Events, Geomagnetic Phenomena, Aurora, Cosmic Rays, Airglow); Solid-Earth
Geophysics disciplines (Seismology, Tsunamis, Marine Geology and Geophysics, Gravimetry, Earth Tides, Recent
Movements of the Earth's Crust, Rotation of the Earth, Magnetic Measurements, Paleomagnetism and Archeomagnetism,
Volcanology, Geothermics). In planning for the various scientific programs, decisions on data exchange were made
by the scientific community through the international scientific unions and committees. In each discipline the
specialists themselves determined the nature and form of data exchange, based on their needs as research workers.
Thus the type and amount of data in the WDC's differ from discipline to discipline.

The objects of establishing several World Data Centers for collecting observational data were: (1) to insure
against loss of data by the catastrophic destruction of a single center, (2) to meet the geographical convenience
of, and provide easy communication for, workers in different parts of the world. Each WDC is responsible for: (1)
endeavoring to collect a complete set of data in the field or discipline for which it -is responsible, (2) safe-
keeping of the incoming data, (3) correct copying and reproduction of data, maintaining adequate standards of
clarity and durability, (4) supplying copies to other WDC's of data not received directly, (5) preparation of cata-
Jogs of all data in its charge, and (6) making data in the WDC's available to the scientific community. The WDC's
conduct their operation at no expense to ICSU or to the ICSU family of unions and committees.

World Data Center A

World Data Center A, for which the National Academy of Sciences through the Geophysics Research Board and its
Committee on Data Interchange and Data Centers has over-all responsibility, consists of the WDC-A Coordination
Office and seven subcenters at scientific institutions in various parts of the United States. The GRB periodically
reviews the activities of WDC-A ard has conducted several studies on the effectiveness of the WDC system. As a
result of these reviews and studies some of the subcenters of WDC-A have been relocated so that they could more
effectively serve the scientific community. The addresses of the WDC-A subcenters and Coordination Office are
given inside the front cover.

The data received by WDC-A have been made available to the scientific community in various ways: (1) reports
containing data and results of experiments have been compiled, published, and widely distributed; (2) synoptic type
data on cards, microfilm, or tables are available for use at the subcenters and for loan to scientists; (3) copies
of data and reports are provided upon request.
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IONOGRAM ANALYSIS WITH THE GENERALISED PROGRAM POLAN
by

J. E. TITHERIDGE
Physics Department, The University of Auckland
Auckland, New Zealand

ABSTRACT. Different methods for the real-height analysis of ionograms, and their fields
of application, are surveyed. A flexible new procedure is developed to give maximum
accuracy and reliability in an automatic, one-pass analysis. The program POLAN uses
polynomial real-height sections of any required degree, fitting any number of data
points. By choice of a single parameter (MODE) it can reproduce all current methods from
Tinear-laminations to single or overlapping polynomials. In addition a wide range of
least-squares modes are available; these are preferable for most purposes, particularly
with oversampled data (as from digital jonosondes). The mode of analysis changes
automatically within the program to give an optimised least-squares calculation in the
start, peak and valley regions. Physically unacceptable solutions are adjusted by
imposing Timits on the profile parameters. The new profile coefficients (and the new
fitting error) are obtained directly and rapidly from the previous solution. This
permits repeated application of the adjustments, as required, and cancellation of any
change if it produces an unacceptably large increase in the virtual-height fitting error.

The information available using combined ordinary and extraordinary ray data
is studied under different conditions. Procedures are developed which can solve the
underlying and valley ambiguities with high accuracy, given suitable data, and which
can detect and reject bad data. Physically reasonable models are incorporated into the
least-squares start and valley calculations. This ensures an acceptable, standardised
form for the profiles in these regions when only ordinary ray data are available. With
good ordinary and extraordinary ray data POLAN produces the maximum amount of information
which can be obtained about the unobserved regions, and results are almost independent of
the physical models. With poor or inconsistent data, giving a less well-defined solution,
results become increasingly biased towards the physical model so that acceptable results
are obtained under most conditions.

Many of the techniques used in POLAN are new. Procedures and models developed for
the start, peak and valley regions are described in reasonable detail, along with the
precautions found to be necessary for maximum accuracy with extraordinary ray data.
Mathematical procedures for ensuring full accuracy at all dip angles are described in the
appendices. Optimum rules for scaling data are also developed and the practical use of
POLAN is detailed. A1l programs are listed in the appendices, along with standard test
data and the corresponding outputs. Copies of the programs are available on magnetic
media from World Data Center A.
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1.

3.

TERMINOLOGY

Physical Parameters.

1~ or DIP is the magnetic dip angle, in degrees.
FB or FH is the electron gyrofrequency, in MHz.
FB 1is the gyrofrequency at ground level, given in the call to POLAN. This is made
negative if the gyrofrequency is to be height independent.
FH 1is the current value of FB, corresponding to the height FHHT.

FN = the plasma freguency in MHz.

F = the wave frequency in MHz. Positive values are used for ordinary (0) ray data, and
negative values for the extraordinary (X) ray.

FR = the plasma frequency at reflection for the wave of frequency F. Thus FR = F for the
0 ray, and FRZ = F(F + FH) for X rays {where F is negative).

HR = the real height of reflection (hj) for the wave of frequency Fj.

fmin = the lowest frequency in the given O-ray virtual-height data.

h'min= the lowest virtual height for the ordinary ray. This may be at a frequency greater
than fmin.

G = the real-height gradient dh/dFN.

T = (1- FNZ/FR2)¥5, varying from T = 1 below the ionosphere to T =0 at the

reflection height HR.

H is the phase refractive index, varying from 1 at FN =0 to 0 at the height of reflection.

u' is the group refractive index, varying from 1 at FN =0 to sec(I)/T (for the 0 ray)
at FN = FR.

X is the solar zenith angle (Section 6.3).

fo» fyx are corresponding ordinary and extraordinary ray frequencies (reflected at the same

value of plasma frequency).
h'gs h'x are virtual heights for the ordinary and extraordinary rays.

Discrete Data Arrays.

f1, f2, f3,...  fi,... (FC), (FCX) Scaled frequencies.
h'1, h'o, h'3..0. Kyl Scaled virtual heights.
his hp, h3s...  hyg,... HM Calculated real heights.

FC, FCX are critical frequencies for the 0 and X rays respectively.

k is the index of the current ‘origin' (fy,hr) to which the next step of the real height
calculation is referenced. KR is used in place of k within POLAN.

h"n (where n > k) is the 'reduced virtual height', equal to h'n minus the group retardation
due to those parts of the profile below the current origin (fishg).

FV, HT are the data arrays used in POLAN.
Virtual-height data are initially moved up to start at FV(30), HT{30).
Real-height data starts at FV(1), HT(1) and, as calculations progress, extends to
overwrite the used virtual-heights.
FA, HA 1is the origin for the current real-height polynomial.
KR 1is the index of the current real-height origin, so that FA = FV(KR) and HA = HT(KR).
KV 1is the corresponding index into the virtual-height data, so that (normally)
FV(KV) = FA, and HT(KV) is the reduced virtual height at the frequency FA.

Fi, Hi, H'jy are discrete points within the range of the current real-height polynomial.

i is a relative index, beginning at the current origin where FA = Fg> HA = Hy.
Thus the polynomial calculation uses frequencies Fj = fi4j for i = 1 to MV.
These correspond to frequencies FV{KR+1) to FV(KR+MV) in the given data array FV.
Hi are the calculated real heights at the frequencies Fj.

H'i are the reduced virtual heights, equal to the scaled virtual heights h'yy less
the group retardation in that section of the profile with plasma frequencies FN < Fg.

Profile Calculations.
The fitted real height expression is:
MT ;
h - HA = _zlqj (FN - Fa)d giving real height h as a function of plasma frequency FN.
=

FA, HA define the origin of the current polynomial, i.e. FA = fi = FV(KR) and HA = hg = HT(KR).
qj or q(j) are the polynomial coefficients for the current real height step.




AMODE s an input parameter specifying one of ten standard types of analysis, corresponding to
different values of NT, NV, NR and NH (Section 5.2).

The number of freguencies used:

NV is the number of O-ray virtual-height data points (above FA) to which the polynomial is to be
fitted.

NF is the number of O-ray points actually used; normally equal to NV or to the number of O-ray
points available before a layer peak.

NX s the number of X-ray data points used (in start and valley calculations). This is commonly
equal to the number available in the range FA to FM + 0.1 MHz; points corresponding
to FN > FM + 0.1 MHz are deleted.

MV = NX + NF is the total number of virtual heights fitted.

FM = FV(MF) is the highest O-ray frequency used in the current step.

MF = KR + MV s the index corresponding to FM in the data arrays FV, HT.
MX = KR + NX 1is the index of the highest X ray used.

The number of terms used:

4.

NT  is the initial number of terms to be used in the polynomial real height expression.
MT  is the number of polynomial terms actually used within POLAN. This is normally equal to
NT + (NX+1)/2, with a maximum value of MV + NR.

JM  is the total number of real-height terms calculated, normally equal to MT. An additional
term q{JM) [with JM = MT+1] is included at a valley, or with an X-ray start calculation,
to provide a calculated shift or offset h - HA = q(JM) in the height of the origin FA.

NR  is the number of known real heights above FA to be included in the polynomial fit (Section 5.2).
If NR is negative, fitting is to 1 real height below FA and to {NRl -1 heights above FA.

NH is the number of new real heights to be calculated. This is equal to the number of points the
origin is advanced for the next step. NH =1 for Modes 1 to 6, except just before a peak
when NH = NF so that real heights are calculated at all fitted (0-ray) frequencies.

Start, Peak and Valley Calculations.

fs, hg s the starting point for the profile calculation, with fg <= fmin and-hg <= h'min.
fg is normally 0.5 MHz, for an O-ray calculation.

START is an input parameter specifying, normally, a model starting height (hg). Alternatively
START may specify the value of fg for a fixed starting height of 90, 110, 130, 150 or
170 km (Section 6.3). START =0 gives an extrapolated value of hg, while
START = -1. sets fg = fmin and hg = h'min.

nou

FC is (i) a scaled O-ray critical frequency,
or (ii) the final calculated critical frequency of a layer peak.
FCX is a scaled X-ray critical frequency (Section 5.4).

SH is the calculated scale height of a (Chapman-layer) peak.
HMAX is the calculated peak height.

TCONT is the total electron content of the ionosphere up to the layer peak (including contributions
from any lower layers).

HVAL 1is the virtual height corresponding to a critical frequency, and must be less than 30. If the
given value h'(FC) is zero, HVAL is set equal to the parameter VALLEY din the call to POLAN.

YWIDTH is the overall width of the valley in km, equal to the height range over which the plasma
frequency is less than the value FC for the underlying peak.

VDEPTH is the depth of a valley in MHz.

SHA  is a model scale height for the neutral atmosphere, given by SHA = h/4 - 20 km (Section 7.2).
The 'standard valley' has a width of 2.SHA = HMAX/2 - 40 km, where HMAX is the height of
the underlying peak.

VPEAK is the ratio (scale height above a peak)/(calculated scale height SH below the peak).

VPEAK is currently set equal to 1.4, at the beginning of STAVAL, corresponding to a 40%
increase in scale height above the peak.

PARHT is the height range for the initial parabolic section of the valley, extending from the layer
peak to the valley bottom, with a scale height of 1.4 SH.

VBASE specifies the extent of the flat valley bottom, as a fraction of the distance (VWIDTH-PARHT)
above the parabolic section.  VBASE is currently set equal to 0.6. Above this flat
section FN increases linearly from FV to FC, in a distance 0.4(VWIDTH-PARHT).




1. INTRODUCTION

The sweep-frequency ionosonde is a basic tool for ionospheric research. It produces records
which can, in theory, be analysed to give the variation of electron density with height up to the
peak of the ionosphere. Such electron-density profiles provide most of the information required for
studies of the ionosphere and its effect on radio communications. Only a minute fraction of the
recorded ionograms are analysed in this way, however, because of the effort required and the uncertain
accuracy. To improve this situation we must make better use of the computing power now available, to
reduce the need for manual selection of data and for careful appraisal of the results.

An ideal procedure for routine ionogram analysis should give consistently good results without
operator intervention. This requires some built-in “intelligence" and adaptability. With high
quality data we want the highest attainable accuracy. With normal data the procedure should have
criteria for judging the acceptability of each individual point or profile parameter. It should be
able to test, impose and remove physical constraints, and to smooth, de-weight, or reject bad data.
Where a section of the profile cannot be calculated directly (such as the underlying, peak or valley
regions) the procedure should use a defined physically-based model. Thus it should automatically do
the "best" thing, in a consistent fashion, with widely varying types of data; if a normal best is not
possible it should explain why and do the next-best.

The POLynomial ANalysis program POLAN is an attempt to meet some of these requirements.
It provides an accurate and flexible procedure with adjustable resolution and the ability to mix
physically desirable conditions with observed data in a weighted least-squares solution. The analysis
can adapt readily to changes in the density and quality of data points, and respond in different ways
to different situations. For routine work POLAN may be used as a "black box" with only the virtual
height data, the magnetic dip angle and the gyrofrequency as required inputs. Optimised default
procedures are then used in the analysis. If the input data is not self-consistent, and implies some
physically unacceptable feature in the profile, this is noted and corrected. All results are obtained
in a fully automatic, one-pass analysis.

POLAN is designed to reproduce current techniques (using linear laminations, parabolic
laminations, single polynomials or fourth-order overlapping polynomials) by selection of a single
parameter. It also provides a wide range of high order procedures, which are preferable for most
work. When extraordinary ray data are not available, clearly defined and physically reasonable
models are used for the start and valley regions. This allows direct comparison of results obtained
under different conditions. When extraordinary ray data are available these are combined with the
ordinary data in optimised procedures to resolve the starting and valley ambiguities. The physical
models are included in the least-squares solutions for these regions, so that ill-defined data will
give reasonable results (based primarily on the models). Peak parameters are determined by a least
squares Chapman-layer fit to avoid the systematic scale height error inherent in a parabolic-peak
approximation. Observed ordinary and extraordinary ray critical frequencies may be included in the
peak calculation, to obtain best estimates of the critical frequency FC, the probable error in FC,
the peak height and the scale height at the peak. With this careful combination of extraordinary ray
data and physical constraints, POLAN is well suited to studies of the ionospheric scale height, the
size of the valley between the E, F1 and F2 layers, and of ionisation below the night F layer.

A simplified version of POLAN, called SPOLAN, is described in appendix H. This reduces the
extraordinary-ray calculations to a single-point starting correction. The layer peaks are parabolic,
and some other refinements are omitted to give a much shorter and more understandable program.

POLAN and SPOLAN are written as subroutines, so that a user may retain his own input and output data
formats. The calling sequence, and the returned parameters, are the same for both programs.

Many new procedures are used in POLAN, to deal with problem areas in the N(h) calculation. These
procedures are described in sufficient detail to give an understanding of the theory behind them, and
the practical application. The main aims of this report are, however:-

- to offer some guidance in the selection of an appropriate method of jonogram analysis;

- to give an understanding of the general principles and approach used in POLAN;

- to provide the information required for effective use of POLAN; and

- to provide detailed documentation of the programs POLAN and SPOLAN so that they may be
implemented with a minimum of frustration.

Section 2 below outlines the different procedures currently available for the analysis of
fonograms, the relation between them, and development of the least-squares polynomial approach.
POLAN is not always the best choice. When a simplified representation of the ionosphere is adequate,
or when data can be used at a fixed series of frequencies, a simpler procedure may be more efficient
as discussed in Section 3. A mathematical outline of POLAN is given in Section 4, and a general
discussion of the procedures involved is in Section 5. Sections 6 to 9 discuss the start and valley
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procedures employed with ordinary and with ordinary-plus-extraordinary ray data. In these regions

a single defined solution is generally not possible, so physically desirable features are combined
with the data in a least-squares solution. Sections 4 to 9, and Appendices A to C, summarise much
unpublished work which provides the basis for the techniques used in POLAN. The practical use of
POLAN is described in Section 10, while Section 11 describes a typical system for scaling, correction
and analysis of ionosonde data.

Documentation of POLAN and the associated subprograms is given in Appendices D to F; these
provide logic flow tables, variable descriptions and computer Tistings. Appendix G gives standard
test data and the resulting output, so that correct operation of the main features of POLAN can be
verified. The data also illustrate some of the refinements available in POLAN for obtaining maximum
information and accuracy in different situations. A1l programs and test data are available from World
Data Center A.

For a given set of virtual-height data, real-height analysis using POLAN takes roughly twice
as long as a simple lamination analysis. For a given overall accuracy, however, POLAN requires
only about half as many data points. Thus there is Tittle final difference in computing time, and
there can be a worthwhile saving in the time required for scaling the ionograms. No problems have
been found in running POLAN on a minicomputer.  About 40kB of memory are required with a PDP-11.
The 24-bit accuracy of such machines is sufficient for all modes of analysis, because of the stable
procedure used to solve the simultaneous equations. Comparison of results from a PDP-11 and from a
larger computer with 40-bit accuracy shows very few instances in which the calculated real heights
differ by more than 0.001 km.

In normal operation results are obtained using a polynomial representation of the real-height
profile, fitted to several points each side of the section being calculated. This provides an
accurate interpolation between scaled frequencies, which is necessary for an accurate analysis.
Virtual height data define primarily the real-height gradients at the scaled frequencies. Real
heights are therefore defined most accurately between the scaled frequencies (Titheridge, 1979).

Thus when an accurate analysis is used to obtain real heights at the scaled frequencies, it is dealing
directly with the most difficult points. Tests have shown that direct second difference interpoiation
is then sufficient to reproduce the profile between scaled frequencies with 1ittle or no increase in
the mean error. Results obtained by POLAN are therefore normally stored as arrays giving the scaled
frequencies and corresponding real heights. Some extrapolated points are added above the layer

peaks, for simpler calculation of mean profiles and to give smooth plots with second or third order
parametric interpolation {which is necessary to cope with non-monotonic profiles). The frontispiece
shows some examples obtained with fully automatic processing and plotting of digital ionosonde data.

For some purposes a mathematical representation of the calculated profiles is convenient.
This has recently been provided for in POLAN, as outlined in section 2.4 and appendix G.3. The basic
architecture of POLAN is flexible and expandable. Further development depends on increased experience
in defining physical constraints, on formulating judgement criteria for difficult conditions and
specifying appropriate courses of action. Users of POLAN can help in this development by informing
the author of difficult data types, how these might be identified, and ways in which they might best
be treated. Users are also urged to register with the author so that they will receive any further
information on new developments or suggested program changes.
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2. IONOGRAM ANALYSIS PROCEDURES
2.1 Lamination Methods

(a) First order.

The virtual height (h') and the real height (h.), for a radio wave incident vertically on the
ionosphere, are connected by the relation

h(F) = fudn. (1)

The group refractive index W' is a complicated function of the wave frequency f, the plasma
frequency FN, the magnetic gyrofrequency FB and the magnetic dip angle I. There is therefore
no analytic solution of (1). For accurate calculations the integral must be determined numerically
using some model for the variation of plasma frequency FN with height h. Once this is done the
virtual heights h;', at any required series of frequencies fi» can be expressed in terms of the
model parameters. If the virtual heights hj' are measured, the set of equations can be inverted
to obtain the parameters defining the variation of FN with height.

The normal procedure is to use the virtual heights hi’ measured at a series of frequencies fj
(where i = 1 to n) to determine the real heights of reflection h; at those frequencies. In the
"linear lamination" method the plasma frequency FN (or the electron density, proportional to FNZ)
is assumed to increase linearly with height between successive observed frequencies. The model
ionosphere is then defined by n parameters which are determined from the n measured virtual
heights by inverting the matrix of equations relating hy' and hj (Budden 1955), or by using a
step-by-step solution (Thomas 1959). The resulting profile is of limited accuracy, unless n is very
large, with gradient discontinuities at the measured freguencies. In regions where the gradient
dh/dFN s increasing with height (as near the peak of a layer) the calculated profile is too high.
The corresponding virtual-height curve agrees with observations at the measured frequencies, but is
too high elsewhere.

(b) Second order.

The simplest method for improving the profile accuracy is to calculate real heights h; at
frequencies between the virtual-height frequencies. Since linear laminations define the gradient, and
hence the virtual height, most accurately near the centre of the laminations, this "linear offset”
analysis gives an order of magnitude improvement in the relation between real and virtual heights
(Titheridge, 1979). The resulting accuracy is equivalent to that obtained by other second order
techniques, while the stability of the analysis is appreciably better. Calculated points correspond
to a second order analysis so that intermediate heights must be determined by second order
interpolation rather than by use of the Tinear laminations.

The commonest second order procedure at present represents the real-height profile by a series
of parabolic laminations. Successive laminations are matched at the end points, corresponding to the
observed frequencies, so that both the real height and the gradient are continuous (Paul 1960, 1967;
Paul and Wright 1963; Doupnik and Schmerling, 1965). The profile is then defined, as before, by n
parameters which can be determined from the n measured virtual heights. Like the linear offset
method, this analysis gives results which are about 10 times more accurate than those obtained from
the Tinear lamination analysis. The results are least accurate in regions where the gradient is not
varying linearly with height, as near the peak of the layers and at any points of inflection
(corresponding to cusps on the virtual-height records).

2.2 Single-Polynomial Methods

It is not practicable to reduce errors further by using higher order expressions for the profile
between calculated points, if these expressions define independent laminations which are matched only
at the ends. Such a procedure becomes increasingly unstable as the order of the expressions
increases; even the parabolic lamination analysis is appreciably less stable than the Tinear offset
method. The problem is essentially one of interpolating between specified points (hj, fj) to
determine the integral in (1). Such interpolation is most accurately done by using expressions fitted
over a number of paints on either side of the interval being considered; this gives considerably
greater stability than using independent high-order expressions for each interval, fitted only by
matching derivatives at the end points. :




The ultimate model for single-layer calculations would seem to be one which maintained the
continuity of all derivatives at all points. This implies the use of a single mathematical expression
to represent the entire profile. The mathematics implicit in this idea are tractable provided that
the adopted expression is differentiable. For any set of scaling frequencies a matrix of coefficients
can then be obtained giving the real height at each frequency directly in terms of the observed
virtual heights. With the entire real-height profile represented by a single analytic expression,
coefficients can be determined which give any required parameters of the real-height profile directly.
Thus the peak height, the scale height at the peak and the sub-peak electron content can be obtained
directly from the measured virtual heights without the need for calculating any other aspects of the
profile.

Increased accuracy is obtained by requiring a parabolic peak at the observed critical frequency.
For a single-layer ionogram the results are then quite acceptable with only a small number of data
points; a 5-point analysis gives values of peak height which are an order of magnitude more accurate
than those obtained using Kelso-Schmerling coefficients (Titheridge, 1966). Tables are available for
the analysis of ionograms taken anywhere in the world, using 5 or 6 measured virtual heights o
(Titheridge, 1969; Piggott and Rawer, 1972). With this number of points the results are completely
stable, and by choosing either the 5- or 6-point frequency grid large cusps on the ionogram can be
avoided. Coefficients are also given for the analysis of night-time ionograms, using 5 ordinary and 1
extraordinary ray measurement; the resulting profile is then approximately corrected for the effects
of group retardation in the night-time E region.

2.3 Qverlapping Polynomials

Accurate calculations require accurate interpolation between observed frequencies. The Kelso
method applies Gaussian interpolation to the virtual heights. In other methods interpolation is done
in the real-height domain, since the real-height curve is considerably smoother. As in most problems
of fitting discrete data points, accuracy is initially improved by an increase in the order of the
interpolating polynomial. A limit is reached, however, beyond which the results become unstable.
There is therefore an optimum number of terms (n) for the polynomial. When the number of data
points to be fitted is greater than n, a different interpolating polynomial is used for each interval.

For maximum accuracy, the polynomial should be fitted to data on BOTH sides of the interval
considered.

In many problems interpolation polynomials with 4 to 6 terms are about optimum. For ionogram
analysis, oscillatory tendencies begin with 7 terms at large magnetic dip angles, and with 6 terms
near the equator (Titheridge, 1975a). Five terms were therefore adopted for the polynomial used to
represent the real-height curve between successive data points. This gives the fourth-order
overlapping polynomial analysis LAPOL (Titheridge, 1967b, 1974a). In this method the real height
between two given frequencies is represented by a fourth order polynomial, which is fitted to two
points on either side of the interval considered. Gradients are also matched at the ends of each

interval. This gives five constraints which are used to determine the five parameters for each
polynomial.

Procedures can be constructed in which the polynomial is defined by real heights at a number of
points on either side of the interval considered, and by specified derivatives at some of these
points.- Virtual heights hi' are then expressed in terms of the polynomial coefficients, using (1),
and the resulting equations inverted to obtain the real-height parameters. The computational
complexity of this process can, however, become prohibitive. With fourth-order polynomials, and
virtual heights measured at 60 frequencies, the 300 parameters defining the real-height profile would
be obtained by solving a set of 300 simultaneous equations. This cannot be done efficiently or
accurately. Matching of derivatives at frequencies above the central interval of each polynomial is
therefore replaced by matching of virtual heights. There seems little if any disadvantage in this
approach, which enables a simple step-by-step analysis. The virtual-height data contains all that is
known about the profile; virtual-height matching therefore implies a simultaneous matching of all
available information, whether this relates to true heights or to derivatives.

Successive polynomials fit the same real height at the joining points, since the real height
calculated from one section is used as a constraint in the next. If two adjacent polynomials are also
required to give the same virtual height at the joining point, the gradients must match closely at
that point (since the virtual height at any frequency depends most closely on the gradient at that
frequency). With 5-term polynomials we get 5 simultaneous equations at each step. Shifting the
origin to the last calculated real height gives well-conditioned 4 x 4 matrices, and errors in the
matrix inversion of less than 1 part in 10° using standard 24 bit precision (Titheridge, 1967b).

In tests using a number of different real-height profiles with various fregquency intervals and
dip angles, the 5-term overlapping-polynomial analysis gives results which are 100 to 1000 times more
accurate than using parabolic laminations (Titheridge, 197%a, 1978). The stability of the analysis,
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measured by the amplitude of spurious real-height oscillations following a cusp or discontinuity in
the virtual-height curve, is 20% to 50% better than for the parabolic analysis (Titheridge, 1982).

The ability to interpolate a point of inflection between successive frequencies makes the careful
selection of reading frequencies unnecessary, and a fixed grid can be used for scaling ionograms.
This considerably speeds up the scaling and, since coefficients need be calculated only once (for a
given station) calculation of the real-height curve takes typically less than one second. Both fixed
and variable frequency modes, with an optional one-point extraordinary-ray starting correction and
insertion of a model E-F valley, are provided in the programme LAPOL (Titheridge, 1974a).

2.4 Least-Squares Solutions

Further improvement in real-height calculations requires the incorporation of more data points,
which are smoothed to remove the jitter caused by random errors. This smoothing can be done manually,
or by some algorithm which is applied prior to the N(h) analysis. A preferable procedure, however,
is to obtain the real-height profile as a direct least-squares fit to all of the data points. In a
polynomial analysis this means that the number of terms in the polynomial (n) 1is less than the
number of fitted data points (m). There is no limit on the value of m, while the detail required
in the profile is set independently by the value of n. As a result of the Teast-squares procedure,
fitted polynomials are completely stable for values of n up to at least 20 (when a stable
mathematical procedure is used to solve the equations).

For single-Tayer ionograms, all available data can be fitted in a single step. This is
particularly valuable for the analysis of topside ionograms where full use can be made of fragmentary
ordinary and extraordinary ray traces. These are incorporated into a single analysis which
interpolates smoothly across any unobserved regions, and can give any desired number of points on the
real-height profile (Titheridge and Lobb, 1977).

With daytime bottomside ionograms, single-poiynomial solutions are obtained first for the F
region and then for the F region. By incorporating a model valley into the analytic expression for
the upper section, and using all available ordinary and extraordinary ray data for the F region, the
best-fitting valley width and F region real-height profile are obtained directly (Lobb and Titheridge,
1977a). Generalisation of this approach to allow overlapping polynomials, fitting an arbitrary number
of data points, yields the program POLAN described in Section 4.

In its normal form POLAN produces results giving the real heights h at the plasma frequencies fy
corresponding to the scaled data frequencies. Some studies require values for the vertical gradient
of plasma density in the ionosphere. Virtual-height data define this gradient accurately at the plasma
frequencies fy corresponding to the scaled data frequencies. Real heights at these frequencies are
calculated in section C5 of POLAN by the statement

HT(KRM) = HA + SUMVAL (MQ, Q, DELTF, 1)
where DELTF = fy - FA.  Preceding this statement with a line
GRAD(KRM) = SUMVAL (MQ, Q, DELTF, 2)

will store correct values for the gradients dh/dfy at the same frequencies. The array GRAD must
be added to the POLAN parameters, with the same dimension as the present frequency, height arrays FV
and HT.

A recent modification to POLAN can provide a consistent mathematical representation for each
calculated profile. Real-height polynomials of any required order (up to 15 for the final layer, or
10 for lower layers) are obtained for each layer, as outlined in appendix G.3. Results are exactly
the same as if Chebyshev polynomials (of the same order) had been used, since both provide the unique
solution with the best Teast-squares fit to the virtual-height data. A separate polynomial is
required for the E layer, and also for the F1 layer if it has a distinct critical frequency, since
polynomials in fy cannot include a valley. 5 or 6 terms are generally adequate for the E or F1
Tayers, with about 8 terms for the F2 layer. The constant term in each expression is suitably
adjusted to allow for any valley, as described in section G.3.

10




3. SELECTION OF AN N{(h) METHOD

Choice of an appropriate method of N(h) analysis depends on the amount and accuracy of the
desired profile information. This in turn is dictated by the application. Three main groups,
requiring different levels of accuracy, may be distinguished and are discussed in 3.1 to 3.3 below.

A fourth area is the automated analysis of digital ionograms. This requires additional program checks
for poor or nonsensical data, to prevent premature program termination, and methods for dealing
correctly with Sporadic E reflections. A modified subroutine DPOLAN has been developed for this
purpose and is available (with 1ittle documentation) from the author.

3.1 Rapid Estimation of Layer Constants

Some studies require only first-order estimates of the height and thickness of the ionospheric
layers. These would include the examination of large-scale variations, or the correction of other
measurements (such as total electron content and transionospheric U.H.F. propagation) for the
approximate effects of the sub-peak fonosphere. The rapid single-polynomial analysis was designed
specifically for such purposes. Only 5 or 6 virtual heights need be scaled, at frequencies defined
by a grid onto which the ionogram is projected. The measurements may be processed on a programmable
calculator using published coefficients (Titheridge, 1969), or with a simple computer program and
coefficients calculated (or obtained from the author) for a particular site. Results give directly
the peak height of the layer, the scale height at the peak, the sub-peak electron content, and the
approximate real heights at the scaled frequencies.

The method and the scaling frequencies are designed for maximum accuracy, with minimum effort,
near the peak of a layer. In this region results approach those from a normal monotonic lamination
analysis. Real heights are not accurate near the peak of an underlying layer, particularly when there
is an appreciable valley between the two layers. This is an inevitable result of the smoothed
representation used at lower frequencies. Thus when realistic profile shapes are required across
underlying peaks or cusp regions the single-polynomial analysis should not be used.

The accuracy of the single-polynomial analysis has been investigated by McNamara (1976), by
comparing the results with true profiles including (for the daytime F layer) an underlying E-F valley.
Results should more appropriately be compared with the equivalent monotonic profile, since this is
what the method is attempting to emulate. The larger errors obtained near the valley region are then
removed. Correctly used the single-polynomial analysis gives good estimates of the main
characteristics of the ijonospheric layers, and saves a great deal of time when more detailed profile
information is not required.

3.2 Calculation of Monotonic Profiles

Many studies require some knowledge of the variation of electron density with height below the
peaks of the layers, but are satisfied with a monotonic representation. This category has, perforce,
included most studies to date, since few current procedures will consistently allow for Tow-density or
valley jonisation. Neglect of the Tow-density (underlying) jonisation is most serious at night, when
only the F layer is observed. Results are then typically 5 to 50 km too high at the Towest
frequencies, and 1 to 10 km too high at the layer peak. Neglect of the valley between the daytime E
and F Tlayers gives calculated heights which are commonly 10 to 50 km too low at frequencies above
foE, and about 5 km too low near the peak of the F layer. The errors due to these unobserved regions
vary smoothly with frequency; at frequencies more than 1 MHz above fmin (night) or foE (day) the
real-height errors vary approximately as 1/f¢.

Reasonably accurate monotonic profiles require virtual-height data at frequency intervals of
about 0.1 to 0.5 MHz. The smaller intervals are used near foE, and possibly near foFl and foF2. The
total number of points scaled is commonly between 15 (at night) and 50 (for day-time ionograms with
several cusps) when a polynomial analysis is used. The linear lamination method needs considerably
smaller frequency intervals to avoid systematic errors in regions of large profile curvature. Several
alternative procedures are available which reduce this curvature error by a factor of 20 to 100, with
Jittle increase in computing time or complexity. A good example is the parabolic lamination analysis
described by Paul {1977). The linear offset procedure (Titheridge, 1979) gives similar results with a
very compact program.

Use of the overlapping-polynomial program LAPOL (Section 2.3) can reduce costs appreciably.
The ability to change profile curvature between scaled frequencies gives greater accuracy, and makes
the choice of scaling frequencies less important. Virtual heights may therefore be scaled at fixed
frequencies, and analysed with precalculated coefficients (Titheridge, 1967b, 1974a). This gives an
extremely fast analysis (one second per ionogram, on a minicomputer) at the cost of a somewhat larger
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program than the preceding methods. Provision is made for a starting correction, using a single
extraordinary ray point or the mean models of Section 6, and for inclusion of a model valley. LAPOL
therefore provides a useful alternative to POLAN where speed, simple (manual) scaling and cost are
important. Digital ionosondes providing large amounts of data at a fixed series of closely-spaced
frequencies can also be analysed rapidly using the pre-calculated coefficients of LAPOL, in cases when
the full incorporation of extraordinary ray data is not feasible or necessary.

When reduction of fluctuating errors is of prime importance an overlapping-cubic analysis
(Titheridge, 1982) should be used. This is completely free from the spurious oscillations which can
occur with parabolic or, to a Tesser extent, with polynomial methods, as discussed in Appendix A.2.
The overall accuracy is apppreciably less than that obtained with the higher order modes in POLAN, but
is somewhat better than with parabolic laminations. The cubic analysis can be programmed directly, or
is available (with full start and valley treatments) as Mode 3 of POLAN.

3.3 Full Calculations

For many studies the calculated electron-density profile must be as accurate and reliable as
possible, given the vagaries of jonosonde data. A least-squares analysis is required, with adjustable
range for the overlapping real-height sections, adjustable weights for the data points, and a
least-squares calculation of all layer peak parameters. The largest errors are then due to the
unobserved regions, at frequencies below fmin and in the valley between two layers.

Use of a starting correction to allow for low-density underlying ionisation is particularly
important at night. The problem cannot be avoided by obtaining virtual-height data from the
night-time E layer, since the E and F Tayers are generally separated by a wide valley. Extrapolation
of the ordinary ray trace is also unreliable: increased underlying ionisation will often increase an
extrapolated starting height, when it should be decreased. A true starting correction requires
extraordinary-ray measurements at frequencies well below the critical frequency of the lowest observed
Tayer, so that retardation relates primarily to the underlying ionisation. If suitable data are not
available some mean model for the underlying ionisation must be used. This has been discussed

recently by McNamara (1978a, 1979), and corrected models are given in Sections 6.3 and 6.4 of this
report.

Allowance must be made for the presence of a valley between the daytime E and F layers. Using
combined ordinary and extraordinary ray data, profile heights can be calculated which are correct to
within a few km at the base of the F layer, and to within 1 km near the peak. In most cases only one
meaningful valley parameter can be determined; this corresponds most closely to the overall width,
or the total electron content (Lobb and Titheridge, 1977a). The analysis procedure should therefore
assume some fixed, reasonably realistic model for the shape of the electron-density variation in the
valley region. Combined ordinary and extraordinary ray data are then used to determine, primarily,
the overall width of the valley. Useful calculations require (i) that the value of foE is known to
within about 1%; (i) that F-layer traces are available for both rays at frequencies sufficiently
close to foE that the E layer group retardation is apparent; and (iii) that there are no large
horizontal variations in the ionosphere. When the necessary data are not available, the analysis
should include some standard valley correction. Physical criteria can be included in the solution to
give an improved estimate of the most 1ikely correction, as discussed in Section 7.3.

POLAN was designed to fulfil the above requirements, and does so to a greater extent than other
current procedures. Results are obtained by a one-pass analysis under all conditions, and physical
criteria are introduced to control variations in the observed regions. It therefore seems the
preferred method for accurate studies.
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4. A GEMERALISED FORMULATION
4.1 Qutline

A1l methods of analysis mentioned above can be considered as polynomial techniques, differing
only in the order of the polynomial and in the applied constraints. Thus the linear lamination
approach determines a first-order polynomial fitted to the last calculated real height and the
next virtual height. The parabolic lamination analysis uses a second-order polynomial fitting the
real height and gradient at the last calculated point, and the virtual height at the next. The
fourth-order overlapping polynomial analysis fits the two previous real heights, the virtual height
at the last calculated point, and the virtual heights at the next two points.

To encompass these and any further desirable extensions to higher orders, analysis procedures
have been formulated in a completely general form. This is described in Section 4.2, where the
equations are given which define a polynomial of order NT, fitting NR real heights and NV virtual
heights. By specifying different values for NT, NR and NV we obtain polynomial methods of any
desired order, including the linear and parabolic lamination methods. If NR =0, and NV is the
total number of virtual-height observations, we have a single polynomial analysis. In all cases use
of NT = NR+NV gives profiles which exactly fit the virtual-height data.

Setting NT less than NR+NV gives a least-squares solution. This opens up a range of possibie
methods which incorporate some smoothing of the experimental data. Use of a least-squares procedure
removes the difficulty which occurs when a large number of virtual heights is used, that if the
frequency interval is made too small then errors in the virtual heights give an unrealistic jitter
in the calculated real heights (e.g. Becker, 1967). Least-squares modes should thus be particularly
valuable for use with digital ionosondes. The ability to obtain a Teast-squares result over any
section of the profile can also be exploited to good effect in coping with the start and valley
problems.

When a large number of data points is available, there is no need to use a separate polynomial
for each interval between scaled frequencies. Expressions fitted over any desired frequency range can
be used to calculate a further NH real heights. Current lamination procedures use NH = 1. With
digital ionosondes or automatic scaling procedures, larger values may be employed with advantage.

Thus if the amount of available data is increased by a factor of 3, polynomials may be fitted over
the same frequency range as before (which will now involve 3 times as many data points) with each
successive step in the analysis calculating 3 new real heights.

Observed virtual heights are affected by the amount of underlying ionisation, with plasma
frequencies less than the Towest observed frequency fmin, and by the size of any valleys between the
jonospheric layers. To within normal experimental accuracy the effect of these regions can be defined
by two suitably chosen parameters (Section 8). So for starting or valley calculations, two additional
terms are added to the real-height expression; these represent basically the total amount of "unseen”
jonisation, and the ionisation gradient near the top of the unobserved region. When only ordinary ray
data are available, these terms are obtained from some mean model of the underlying or valley region.
With suitable extraordinary ray measurements, at NX frequencies say, we get NV+NX equations from
which to determine NT+2 real-height coefficients (where NT is the number of terms in the polynomial
real-height expression). For reliable results the ordinary and extraordinary ray data should

correspond to similar plasma frequencies at reflection, and a least-squares analysis is used with
NT+2 < NV+NX.

4.2 The Basic Equations

At each step in the analysis, the variation of plasma frequency FN with height H is given
by:
NT .
H-HA = > qgj. (FN - FA)J (2)
J=1

The point FA,HA 1is the origin for the real-height polynomial. It is assumed that the real-height
profile is known up to the height HA; and that the virtual heights at frequencies greater than FA
have been corrected for the group delay of the rays in the underlying sections, to give the reduced
virtual heights h". The value of NT (the number of terms in the polynomial real-height
expression) defines the order of the analysis.
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If we have progressed k points through the real-height profile, then FA = fi and
HA = hg. Equation (2) is used to calculate the real and virtual heights at the freguencies

f(k+i) for i =1 to NV, where NV is the number of virtual heights fitted in each step.
Writing F; = f(k+i) we have

h'(k+i) = HA = [ u'(Fj,FN).dh/dFN.dFN

NT
Z q5.8(1,J) (3)
j=1
where
FR )
B(i,j) = if ' (F5,FN). (FN - FA)J-1 dFN. (4)
FA

FR 1is the plasma frequency at reflection, equal to Fj for the ordinary ray or to
(F;(F; - FB)) -5 for the extraordinary ray.

[an]

Real height coefficients C(i,j) are also calculated such that

NT
h(k+i) - HA = 3 q5.C(1,3) (5)
j=1
where ’
C(i,j) = (Fj - FA). (6)

These coefficients are determined for frequencies F; from f(k+l) to f(k+NV).
Setting  B(i+NV,j) = C(i,j)} we have the set of equations

B(1,1)q; + B(1,2)qp + .. +B(1,NV)gyy = h"(k+1) - HA
B(2,1)q; + B(2,2)gp + . = h"(k+2) - HA
B(NV,1)q; + B(NV,2)qp + e = h"(k+NV) - HA (7)
B(NV+1,1)qq + B(NV+1,2)qp + ... = h(k+l) - HA
B(2NV, 1)q1 + B(2NV, 2)qp + ... = h(k+NV) - HA

These may be written
- [Hn]
[81.001 = fy 3 (8)

where [B] is a 2NV x NT matrix, [Q] is a NT x 1 column vector, and H", H are NV x 1 column

vectors. Numerical calculation of the coefficients B(i,j) using the subroutine COEFIC is described
in Appendix D.1.

In the real-height vector, only the first NR values are known (where NR depends on the mode of
analysis). Thus right-hand sides are known for the first NV+NR vrows in (8), corresponding to the
first NV4NR equations in the set (7). These rows are solved to obtain the parameters gj which
define the real-height polynomial (2). Using these parameters the next NH rows are evaluated to
give NH real heights; NH is generally equal to 1 but can be greater for the first polynomial
(Section 6) and for higher order modes (Section 5.3). The index k is incremented by the number of
new real heights calculated, giving new values for FA and HA, and the process repeated until the
entire real-height curve has been calculated.

A Tinear lamination analysis is obtained by setting NT = NV = 1 and NR = 0. Thus at each step a
first order polynomial is determined, extending from the last known real height and fitted to the next
virtual height. The parabolic lamination procedure is obtained by setting NT =2, NV = 1 and NR =
-1. The -1 is used as an indicator in the program to use a gradient expression

35(FN - FA)I-l.q5 = GA
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after the single virtual-height equation and before the single real-height equation in the set (7).
GA is the gradient at FA calculated from the previous polynomial. This departure from the normal
scheme is to give exact agreement with the standard parabolic-lamination analysis, which matches
gradients rather than virtual heights at the end points.

Higher order methods of analysis are obtained simply by increasing the values of NT, NV and
NR. For the standard fourth-order overlapping polynomial analysis (Titheridge, 1967b) we set NT = 4,
NV =3 and NR = 1. This gives a five term polynomial (including the constant), fitted to.the last
two calculated real heights h(k) [= HA] and h(k+l), and to the three virtual heights h'(k+l),
h'(k+2), and h'(k+3). The real-height expression for h(k+3), available in the set (7), is not
specifically required. It does, however, give a good estimate of this height so that the correct
value of gyrofrequency can be used for the next step in the analysis.

4.3 Calculation Procedures

The subroutine COEFIC (Appendix D.1) is called at each step to calculate the coefficients
B(i,j) for the simultaneous equations (7). For the real-height conditions (5) the coefficients are
simple functions of frequency. The virtual-height equations involve group index integrals (4), which
are evaluated using 5~ or 12-point Gaussian integration depending on the desired accuracy. At high
latitudes both 5 and 12 point integrals are employed, over different sections of the integration
range, in a way which reduces errors by a factor of 10 to 100 at dip angles of 78 to 88° (Appendix
B.3). At a given frequency the NT polynomial integrals are obtained from the same 5, 12 or 17
calculated values of p'. Calculation time therefore depends primarily on the number of virtual
heights (NV) fitted at each step, and not on the number of terms in the fitted polynomial.

Solution of the simultaneous equations is carried out by the subroutine SOLVE (Appendix F.4).
This gives an exact solution if NT = NV+NR, and a Teast-squares solution if NT < NV+NR. The
calculation uses orthogonal Householder transformations, giving accurate results for values of NT
up to at least 15. From the calculated real-height coefficients any required features of the profile
(such as the heights or gradients at any required frequencies, and the total electron content) can be
obtained.

For least-squares solutions we want the calculated polynomial to agree closely with the NR known
real heights, and less accurately with the given virtual heights. This is accomplished by multiplying
the first NV rows in (7) by a weighting factor WVIRT. Tests show that WVIRT should be less than
0.1 for good matching of successive polynomials under all conditions. The value WVIRT = 0.05 has
therefore been adopted. The relative fitting accuracies of the virtual and real heights depends on
the square of this weight, and also on the square of the relative size of the coefficients B(i,j) in
the equations (7). Combining these effects gives a relative fitting accuracy of about 0.02. Thus for
a typical analysis using real (inaccurate) data a calculated least-squares polynomial will fit the
previously determined real heights to within about 0.01 km, and will agree with the virtual-height
data to within 0.5 km.

When an exact polynomial fit is being used (NT = NV+NR) or when real-height equations are not
included in the set being solved (as in the start or valley calculations) the value of WVIRT has no
effect on the results. When extraordinary ray data are being used to overcome the starting or valley
ambiguity additional weights are used to give slightly less importance to the extraordinary ray
measurements, and greater importance to the Tast ordinary ray virtual height to ensure a smooth
continuation with following ordinary ray measurements.
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5.  THE PROGRAM POLAN
5.1 General Characteristics

The Fortran program POLAN has been constructed using a small number of generalised subroutines.
This allows many different modes of analysis, and changes in mode can be made at any time.
Calculations normally proceed in a stepwise fashion to obtain successive, overlapping sections of the
real-height profile. At any given stage calculations are referred to a known real-height point FA,HA
called the origin. The next real-height section passes through the origin, and is defined by the
polynomial expression

NT .
h - HA = > qj(FN - FA)J (9)
J=1

Different modes of analysis are then specified in terms of the following parameters:

NT = the number of coefficients qj in the polynomial real-height expression;
NV = the number of virtual heights used in each step;
NR = the number of known real heights used in each step;

NH = the number of new real heights to calculate from the polynomial expression.

Calculations begin from some defined starting point (fg,hg), where fg is normally less than
the Towest scaled frequency fj. For the first step of the analysis (the calculation of the first
polynomial segment) no further real heights are known, so that NR = 0. The analysis can use any
number of virtual heights (NV)} to calculate any required number of real heights (NH, <= NV). Thus
the fourth-order analysis obtains three real heights (h; to h3) by fitting a four-term polynomial
from the point (fg,hg) to the first four virtual heights. For the next step the origin is advanced
two points, to (fg,hg). One further real height is then known and successive polynomials are
determined using NT =4, NV =3 and NR = 1.

When the origin for the real-height expansion is at the k'h point in the array of frequencies
(FV) and heights {HR), we have FA = FV(k) and HA = HR(k). The coefficients in the real height
expansion are then determined by the real heights HR(k+1) to HR(k+NR), and the virtual heights
HV(k+l) to HV(k+NV). This provides NR+NV constraints to determine the NT coefficients q. If
NT = NR+NV we have an exact solution, and if NT < NR+NV  we get a least-squares solution. The
number of terms NT which can be used for a real-height expansion is limited to 15 in POLAN, by the
dimensions of the arrays B and Q. The total number of constraints (NR+NV) 1s similarly Timited
to 30.

The real-height expansion is not continued across a critical frequency in any mode. A critical
frequency or cusp is indicated by a virtual height of less than 30 (as described in Section 5.4).
When this is encountered the value of NV is reduced to equal the number of available virtual height
measurements before the critical frequency. For Mode 10 (a single-polynomial analysis) NV is
normally reduced from the maximum specified value (30) to the number of data points available before
the next critical frequency. Thus with a multi-layer ionogram, each layer is represented by a
separate analytical expression.

An important question in real-height calculations is the presence of instabilities in the
results, as shown by the presence of spurious oscillations. Only Mode 1 (linear laminations) and Mode
3 (overlapping cubics) are completely free from this effect. All modes which maintain some continuity
of gradient between successive sections give some spurious oscillations when used to analyse irregular
virtual-height data. This question has been investigated by considering the form of real height
curves fitted to discontinuous data; by analysing virtual-height data corresponding to idealized
delta, step and ramp type discontinuities; and by the analysis of typical cusped ionograms
{Titheridge, 1982). 1In all cases the amplitude of spurious oscillations is largest for Mode 2 (the
parabolic Tamination analysis) in which successive segments are matched only at the end points.
Compared with Mode 2, oscillations are 20% to 60% less for Mode 4, and 50% to 90% less for the higher
order Teast-squares modes.
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5.2 The Standard Modes of Analysis

Ten standard modes of analysis are provided in POLAN. These use values of NT, NV, NR and NH
defined in the data arrays IT, IV, IR and IH. Other modes can be used, if desired, by simply
changing the constants in these arrays. Each array contains 20 values. The first ten are used for
the first real-height expansion, at the beginning of the analysis or after a peak, when no further
real heights are known and NR = 0. At the end of this first step, after NH real heights have been
calculated and the index k advanced by this amount, k 1is stepped back by a number given in the data
array IR. Thereafter the second ten values in the arrays IT, IV, IR and IH define the values of NT,
NV, NR and NH to be used in continuing the analysis. The values of these constants for each mode are
Tisted in Table 1, with a brief outline of the resulting analysis.

Real-height sections determined by the different standard modes of analysis are illustrated in
Fig. 1. Vertical lines show the origin of the expansion at the frequency FA. Solid dots represent
known real heights, open circles are calculated real heights, and crosses represent fitted virtual
heights. Mode 1 corresponds to the linear lamination analysis, in which a linear section is
calculated from the last known real height to fit the next virtual height. Thus we calculate a
polynomial with NT =1 terms, using NR =0 further real heights and NV = 1 further virtual
heights; the result is used to determine NH = 1  further real heights. The new section of the
real-height profile which is determined in this step is shown as a heavy Tine in Fig. 1.

A negative value of NR is used in some modes. This signals that one of the real heights to be
fitted is at the frequency just below FA. This is the case for Mode 3 and Modes 5 to 9 in Fig. 1.
An exception is made of Mode 2; to give exact agreement with the normal parabolic lamination
analysis, NR = -1 here is taken to mean that the gradient dh/dFN is fitted at the frequency FA.
Mode 2 then calculates a polynomial with NT = 2 terms fitting the initial gradient (as determined
from the previous lamination) and the next virtual height.

Mode 4 corresponds to the five-term overlapping polynomial analysis described previously
(Titheridge, 1967b). In the present context this reduces to NT = 4 terms to be determined in the
expansion (2), since the constant is automatically set to make the polynomial pass through the point
(FALHA). The four terms are determined from the next one real-height and three virtual heights.
The polynomial is, therefore, fitted to data covering three successive frequency intervals as shown in
Fig. 1. The result is used to calculate a further section of the real-height curve over the centre
interval shown by a heavy line. This is somewhat similar to a representation by spline functions,
with the polynomial function in each interval matching adjacent functions in both value and gradient
at the end points and in value at one further point each side. In the present implementation,
however, gradient matching is replaced by virtual height matching (which it closely resembles) and
the additional point fitted at the high frequency end is a virtual height and not a real height.
These changes make possible the stepwise solution which can cope with any number of data points.

For each of Modes 1 to 4 we have NT = NV + |NR|.  Thus the number of terms determined is equal
to the number of constraints, and the resulting profile will match the given virtual-height data
exactly (apart from the effect of limited numerical accuracy in the calculations). For each of Modes
5 to 10, NT < NV + [NR| and we get a least-squares solution. The calculated polynomials pass
exactly through the origin (the known point FA,HA), but will not in general give an exact fit to the
virtual-height data. A good fit to the previously calculated real heights is imposed by giving
greater weight to the real-height equations (as discussed in Section 4.3).

Mode 5 gives the procedure currently recommended for most purposes. This uses a polynomial
fitted over two frequency intervals on either side of the real-height section to be determined. It
gives appreciably greater accuracy than Mode 4, and slightly worse in general than Mode 6.

Modes 7 to 9 are similar to Mode 6, except that each calculated real-height segment covers two
or three data points. Thus the polynomials are obtained from a least-squares fit to a Targer number
of points, and are used to calculate two or three real heights at each step. This gives a faster
analysis with smoother results. These procedures should be suitable for analysing data from digital
jonosondes, when large numbers of data points are available. With irregular data it could be
desirable to reduce the number of terms in the polynomial; thus an analysis of the type shown for
Mode 9, but with NT reduced to about 5, will use three times the normal amount of data and produce
only the normal amount of resolution in the results.

Mode 10 determines a single analytic real-height expression for each layer. It is defined in
POLAN by NT =73, NV =30, NR =10 and NH = 30. This permits up to 30 virtual-height data points
to be included in the analysis. The limit is set by the dimensions of the array B(32,17) in POLAN,
and can be changed to enable any number NMAX of virtual heights to be used by altering the first
dimension to NMAX+2. Values of NT > 20 are interpreted in POLAN as giving a percentage of (NV+2);
thus Mode 10 as currently defined uses NT = 0.73(NV+2) terms in the analytic real height expression.
This always gives a least-squares solution, including all the ordinary and extraordinary ray data for
a given layer.
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Table 1. The standard modes of analysis incorporated in POLAN and in SPOLAN, as illustrated in Fig.
1. The polynomials used have NT terms, plus the constant term which is automatically included by
taking the origin for the polynomial at a known real-height point FA,HA. These terms are determined
by a {least-squares) fit to the virtual-height data at the next NV frequencies above FA, and to known
real heights at NR frequencies above FA. [If NR is negative, the fit is to one real height below FA,
and |NR|-1 real heights above FA. NH gives the number of new real heights calculated at each step.

MODE NT NV NR NH DESCRIPTION
1 1 1 0 1 The normal linear lamination analysis.
2 2 1 -1 1 Parabolic laminations, fitting the last real height and gradient.
3 3 2 -1 1 Overlapping cubics, fitting no previous gradients or virtual

heights and so completely free of oscillations.

4 4 3 1 1 The five-term overlapping-polynomial analysis described in
Radio Science 1967 p.1169, in which 5 terms (including the
constant) fit 3 virtual plus 2 real points (including HA).

5 5 4 -2 1 A six-term fit to 3 real and 4 virtual-height data points; the
first least-squares analysis and the normal default procedure.

6 6 5 -3 1 A 7-term least-squares fit to 4 real and 5 virtual heights;
slightly more accurate (and slower) than Mode 5 in general.

7 6 7 -3 2 7 terms fitted to 4 real and 7 virtual height points, advancing
two points at each step.

8 6 8 -4 2 7 terms fitted to 5 real and 8 virtual heights, advancing 2 points
at each step; for smoothing and analysis of dense data.

9 7 13 -6 3 8 terms fitted to 7 real and 13 virtual heights, advancing 3 points
at each step; for smoothing and analysis of high-density data.

10 (73) 30 -3 28 A single polynomial, with NT = 0.73(NV+2) terms, fitted to all NV
heights for each layer. (Current limits are NV < 30, NT < 28).

Mode =1
HA NT =1
NV=1, NR=0
'FA NH=2
2
NT=2
NV=1, NR=-1
NV=13, NR=-6
3 NH=3
NT=3
NV=2 NR=-1

Mode =10

NT=4
NV=3, NR=1

NV up to 30

NT up to 15
NH=NV

NV=7,
NH=2

Figure 1. The standard modes of analysis in POLAN. Vertical lines show the origin of
the polynomial real-height expression, of NT terms, which is calculated to fit NV
virtual heights (shown by crosses) and NR known real heights (solid dots). Real
heights which are calculated from the polynomial expression are shown as circles.
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The time taken by an analysis depends primarily on the number of group refractive index
calculations, and hence on the number of virtual-height calculations. Each cross in Fig. 1 represents
a frequency at which the virtual-height integral must be evaluated, to advance the analysis one step.
The time depends only slightly on the number of terms used in the real-height expansion, since (for a
given i) all the terms B(i,j) where j =1 to NT are obtained from the same set of group indices
(Appendix D.1). The overall time for each mode is, therefore, roughly proportional to the value of
NV, divided by the value of NH (the number of new real heights calculated at each step). This gives
the approximate relative times NV/NH listed for each value of MODE in Table 2. Following columns
give the measured times for the analysis of an ionogram with 20, 40, 60 or 90 scaled data points, on a
Burroughs B6700 computer. The first set of times is obtained by specifying a value of MODE from 1 to
10. This gives five-point integrals (except for Modes 9 and 10) which are generally adequate at low
and medium latitudes. As shown at the bottom of Table 2 the mean times for modes 1 to 8 are given (to
within a few percent, at N > 20) by the expression T = 60N + 0.8NZ msec, where N is the number of
virtual-height data points.

For maximum accuracy 12-point integrals are specified, by calling POLAN with the value of MODE
increased by 10 (Appendix D.1). Modes 9 and 10 always use 12-point integrals, since they include a
Targe number of data points at each step, so times and results are the same whether Mode 9, 10 or Mode
19, 20 is specified. A zero value for MODE uses the default value MODE = 5 at dip angles up to 60°;
this changes automatically to MODE = 15 (for 12-point integrals) at dip angles of 60° or more.

Modes 9 to 20 also shift automatically to 17-point integration when required, to maintain accuracy at
dip angles up to 90° (Appendix B.3). Using 12-point integrals the mean times in Table 2 are
approximately equal to T = 80N + 0.8NZ msec. Thus for a normal mix of 5 and 12-point integrals,
changes in the number N of scaled virtual heights causes the time required for a real-height
calculation to vary approximately as N(1+N/90).

5.3 Curve Fitting Procedures

The accuracy of real-height calculations depends on the accuracy with which we represent the
shape of the profile, between the frequencies at which virtual heights are known. A1l high-order
modes of polynomial analysis are designed to fit one or more virtual heights beyond the point at
which the next real height is to be calculated. Thus the shape of a calculated profile segment is
determined using data from both sides of the segment, rather than from only the known (lower) part
of the profile. This corresponds to the use of central rather than one-sided interpolation, for
estimating gradient changes in the calculated section, and is the main reason for the increased
accuracy and flexibility of overlapping-polynomial methods.

The different modes in POLAN correspond to different selections of the points to be fitted
at each step of the calculation. A polynomial expression, with NT terms, is fitted to data at a
succession of given frequencies Fj. The origin of the polynomial is taken at the frequency Fg,
and the fitted frequencies correspond to values of i from 0 or -1 up to NV. Over approximately the
first half of this range, fitting is to previously-calculated real heights. At all values of i from
1 to NV the polynomial is fitted to values of virtual height H'j (corrected for group retardation
due to ionisation at plasma frequencies less than Fy). Thus in the first half (approximately) of the
range the polynomial is required to have the same real height and the same slope as the previously-
calculated sections. In the second half of the range only virtual-height data are known. This does,
however, contain all the information which is available about the profile, so by fitting the
virtual-height data we are matching all available information.

For modes 1 to 4 the number of polynomial terms which define each real-height section is equal to
the number of heights (real and virtual) included in the analysis. The result is therefore an exact
fit to the NV virtual heights and NR known real heights. With the higher order modes the number
of defining quantities (NV + INR|) is greater than the number ofterms NT used in the real height
expansion (9). This gives a least-squares fit, with some smoothing of the virtual-height data.
Real-height equations are given a larger weight in the analysis, so that the known real heights are
fitted almost exactly.

Virtual-height points at each end of a calculated profile segment (the heavy lines in Fig. 1)
should be fitted accurately. Points at higher and Tower frequencies are required only to indicate
the general trend of the profile, and are given less weight in least-squares modes of analysis. This
causes the gradients at the ends of the calculated segment to be defined more closely, at the expense
of points further away. Individual data points also enter and pass out of the calculation region more
gradually, when the weights are varied, so that spurious fluctuations are minimised.

The effective weights given to the real and virtual-height data points are shown in Table 3,
for each of the least-squares modes of analysis. For real-height points the weight is effectively
infinite at F,, corresponding to the origin (FA,HA) in (9). The weight is large at known real
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Table 2. Calculation times in seconds, for the analysis of ordinary-ray virtual-height
data with 20, 40, 60 and 90 scaled points using a Burroughs B6700 computer.

MODE NV/NH Five-point integrals 12-point (MODE+10)
N = 20 40 60 90 N =20 40 60 90
1 1 0.6 1.5 3.1 6.2 0.7 1.8 3.5 6.8
2 1 0.7 1.7 3.5 6.6 0.8 2.0 3.9 7.3
3 2 0.9 2.4 4.5 8.4 1.2 3.0 5.4 9.7
4 3 1.2 3.2 5.8 10.3 1.6 4.0 7.2 12.3
5 4 1.6 4.2 7.7  13.3 2.2 5.4 9.6 16.0
6 5 1.7 4.8 8.5 15.2 2.4 6.2 10.6 18.0
7 3.5 1.2 3.3 5.8  10.7 1.6 4.0 7.0 12.1
8 4 1.8 4.7 8.5 15.2 2.5 5.7 10.0 17.0
9 4.3 3.1 8.1 14.4 24,5 3.1 8.1 14.4 24.5
10 1 2.1 2.8 4.2 8.4 2.1 2.8 4.2 8.4
Mean for Modes 1-8 1.3 3.6 6.5 11.8 1.8 4.5 7.9 13.6
cf. (60+.8N)N/1000 = 5 3.7 6.5 11.9
(80+.8N)N/1000 = 1.9 4.5 7.7 13.7
Table 3. Fitted real heights H and reduced virtual heights V for the least-squares modes of
analysis 5 to 10. Values of Fn refer to the nth frequency in the current step, measured from
the origin at FA = FO. Asterisks show additional real heights to be calculated at each step, with

dashes indicating the profile segment which must be interpolated accurately.

The numbers under each

H and V indicate the total relative effective weight given to that quantity in the calculation.
Weights o are effectively infinite.
Frequency: F-1 FO F1 F2 F3 F4 F5 Fé F7 F8 F9 F10 F11 Fl2 F13
MODE 5
Real ht: H-1 HO H1 ---%*
Weight: 4 0 20
Virt. ht: V1 V2 V3 V4
weight: 1.0 1.5 1.0 0.5
MODE 6: H-1 HO H1 H2 ---%
4 0 20 20
V1 V2 V3 V4 V5
0.5 1.0 1.5 1.0 0.5
MODE 7: H-1 HO H1 H2 ~=-Fewnuee *
4 0 20 20
V1 V2 V3 V4 V5 V6 V7
0.3 0.7 1.0 1.3 1.0 0.7 0.3
MODE 8: H-1 HO H1 H2 H3 -ee¥emenn *
4 0 20 20 20
V1 V2 V3 V4 V5 V6 V7 V8
0.3 0.7 1.0 1.3 1.3 1.0 0.7 0.3
MODE 9: H-1 HO H1 H2 H3 H4 HE —c-¥euun- REE T *
4 ] 20 20 20 20 20
Vi V2 V3 V4 V5 V6 V7 V8 v V10 Vvii v12 V13
0.2 0.4 0.6 0.8 1.0 1.2 1.4 1.2 1.0 0.8 0.6 0.4 0.2
MODE 10:
Virt, height: ho h'1 h'2 h'3 h'4 h'5 h'6 h'7 h'8 h'9 h'10
weight: o 1 1 1 1 1 1 1 1 1 1
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heights above Fy, to ensure a smooth fit to previous segments. Real-height points below the origin
have a reduced weight. Virtual-height weights are varied linearly from the ends of the current
segment, and within a segment the weight employed is the lower of the values from the two linear
variations. Thus for Modes 6 to 9 the weights are larger towards the centre and end of the profile
segment to be calculated; this is desirable since a real-height interval is defined most accurately
by virtual heights in this region (Titheridge, 1979). The weights are calculated and applied within
the subroutine COEFIC, as described in Appendix D.1. Allowance is made for the dependence of the
overall effective weight on the square of the mean size of the coefficients, and on the square of
the muTtiplying factor, in determining factors to give the effective weights 1isted in Table 3.

5.4 The Layer Peak

For each ionospheric layer, real heights are calculated directly only up to some frequency FM
which is less than the critical frequency FC. Continuation of the profile, up to and across the
Tayer peak, requires some assumption about the shape of the peak section. This is commonly taken to
be parabolic. The last few calculated points can then be used to determine the effective scale height
SH, the peak height HM, and (if it has not been scaled) the critical frequency FC. This procedure
is used in the simplified program SPOLAN (using a fit to calculated gradients, since these are defined
most accurately).

The peak-calculation procedure in POLAN uses a somewhat different approach. It was designed
specifically to incorporate the following features, for maximum accuracy and reliability.

- (a) Chapman theory (applicable to the E region) and diffusion calculations (for the F layer peak)
show that the peaks have basically the shape of an «-Chapman layer. For this layer, use of the
parabolic approximation gives a consistent error of about -13% in the calculated scale heights (and
-2km in HM, -0.01 MHz in FC). POLAN therefore uses a true Chapman-Tlayer peak.

- (b) Virtual heights just before a peak generally show Targe group retardation. Thus they define
primarily the gradient of the real-height profile. The calculated peak curvature should therefore
depend only on the calculated gradients, at the scaled frequencies.

- (c) Peak parameters are obtained by a least-squares calculation using at least five profile points
(when the data permit). Higher frequencies are given most weight, since they reflect the peak shape
most closely. At the lower frequency end of the fitted range the weights decrease to zero. Results
then depend only slightly on points further from the peak, and do not change abruptly with different
scaling frequencies.

~ {(d) Critical frequencies can often be scaled from an ionogram with worthwhile accuracy. Provision
is therefore made for the use of scaled ordinary or extraordinary-ray values. The scaled values are
not assumed to be correct, but provide additional input to the least-squares calculation.

- (e) An estimate of the accuracy of the peak parameters is required.

- (f) As the amount of data available near the peak decreases, the calculated peak parameters must
not become erratic or absurd but should tend smoothly towards some well-defined model.

Implementation of (a) to (f) involves formulation of the peak equations with plasma frequency FN
as a function of height h (instead of the usual h as a function of FN). This gives well-behaved
functions which change slowly across the peak; it simplifies use of the Chapman-layer expression;
and it enables critical frequency measurements to be incorporated directly into a least-squares
solution. The basic equations involve only the scaled frequencies F; and the gradients dh/dFN at
Fi. The Teast-squares solutjon gives 1n{FC) and SH, and the standard errors in these quantities.
The peak height HM 1is then obtained by fitting the calculated peak shape to the last few calculated
heights.

The Chapman peak is expressed (exactly) as a parabolic peak plus a correcting term. The latter
is determined by iteration, beginning with a model value SHA for the scale height. Only one iteration
is used, so that the results still have some dependence on SHA. The correcting term disappears at
the peak, and is large at Tower frequencies. Thus when good data are available to within about 8% of
the critical frequency, the final scale height SH is almost independent of SHA.  When the highest
scaled frequencies are further below FC, the calculated SH is increasingly biased towards SHA. This
fulfils condition (f) above; as the available data get too far from the peak to give a reliable
estimate of peak curvature, the assumed curvature (defined by the scale height) tends to the model
value.
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Any scaled value of the ordinary-ray critical frequency is included in the least-squares
solution, weighted so that the calculated FC will be shifted approximately half way to the scaled
value. A scaled X-ray critical frequency FCX may also be given following the O-ray value. If
the 0O-ray critical frequency is not scaled it must be replaced by zero (or the value of FCX must be
negative), so that POLAN will recognise the next value as an X ray. Critical freguencies are
identified by an associated virtual height of zero (or less than 30 km in absolute value). The first
peak iteration provides a good estimate of the height, and hence the gyrofrequency, to use in
converting FCX to the corresponding plasma freguency.

The model scale height currently used in POLAN is given by SHA = HN/4 - 20 km, where HN
is the last calculated real height. This gives reasonable mean values, and corresponds to the valley
mode] of Section 7. If the calculated gradient at HN is not appreciably greater than the value at
the centre of the fitted frequency range, the curvature is considered insufficient for accurate
calculations and POLAN sets SH = SHA. This condition is signaled by printing SH negative in the
output listing. FC is still obtained by fitting a Chapman peak to the profile gradients, but the use
of a fixed scale height prevents unreasonable extrapolations.

A further check is made after the first least-squares solution. If the calculated peak height
exceeds HN + SH, or the gradient is not jncreasing rapidly at HN, the solution is not iterated.
This condition occurs when the highest scaled frequency is less than 0.84FC. In this case calculation
of ‘SH (and FC) based entirely on the profile data is less reliable, so the final result is Teft with a
heavier weight towards the model scale height SHA. With these precautions useful peak parameters are
obtained under most conditions, and misleading results are avoided.

5.5 The Simplified Program SPOLAN

A11 procedures discussed in this report are incorporated in the computer program POLAN, described
in Appendices D to F. A simpler program SPOLAN is also available, and is described in Appendix H.
SPOLAN was developed to provide: (i) a shorter and faster alternative to POLAN, when extraordinary-ray
calculations are not required; and (ii) a clearer demonstration of the basic logic used in POLAN.

By removing all extraordinary-ray calculations from SPOLAN the size and complexity of the program
are considerably reduced. A parabolic peak-fitting procedure is used to obtain the scale height and
the critical frequency from the gradients at the last two calculated points. This replaces the more
accurate iterative Chapman peak calculation used by POLAN. SPOLAN also assumes a simple model valley
between layers. Accuracy will be reduced at high latitudes since SPOLAN does not include the special
procedure developed to counter integration errors at dip angles above 70° {Appendix B.3). A fixed
order of integration (6-point Gaussian) is used instead of the 5- or 12-point options in POLAN; thus
use of "MODE + 10" to increase the integration accuracy has no effect with SPOLAN. Finally SPOLAN uses
a fixed value of gyrofrequency FB at all heights. This does not appreciably affect results for the
ordinary ray provided that a suitable value of FB (corresponding to a height of about 150 to 200 km)
is used.

Apart from the above points SPOLAN incorporates all the features of POLAN which are applicable
to ordinary-ray analysis. From a user's viewpoint the programs POLAN and SPOLAN are identical when
only ordinary-ray data are used. A SPOLAN user may therefore readily change to POLAN when increased
accuracy at high dip angles, more accurate layer peaks, or more accurate start and valley calculations
(using extraordinary rays) are desired.
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6. STARTING PROCEDURES FOR THE ORDINARY RAY

6.1 OQutline
Ionograms do not provide measurements at frequencies below some minimum value f1.
is an "unobserved" section of the electron density profile, for plasma frequencies FN

f1.
i% the unobserved region can be estimated and the remainder
is described in Section 8. When only ordinary-ray data are
profiies, with different variations in the unobserved region,
virtual heights (e.g. curves d and e in Fig. 5, Section 7).

experience must therefore be used to obtain a reasonable starting assumption.
methods have been reviewed previously (Titheridge, 1975a).
measurements are not available, the
to be the use of a starting point

When suitable extraordinary
best procedure for obtaining a consistent series of
(hg.fs) based on a synoptic model of the underlying

Four distinct starting procedures are available in POLAN for use in the absence of

ray data. These are fully defined by the single input parameter START, as described in
The methods are:
- {a) The normal default, using a start based on extrapolation of the observed virtual

- (b)
at a fixed plasma frequency of 0.5 MHz.

Thus there
from 0 to

When extraordinary-ray measurements are available at low frequencies, the amount of ionisation
of the profile correctly calculated.
available there is an infinite number of
which can exactly reproduce the observed
Physical arguments and previous

Different possible

This

ray
results seems
region.

extraordinary-
Section 6.2.

heights.

The preferred method, using previous experience to define an appropriate mean starting height

An alternative model start, in which the plasma frequency is chosen at a fixed height.

- {d) A direct start, primarily for test purposes; this assumes that there is no ionisation with FN
less than the lowest scaled frequency fj.
When f71 is Targe the first polynomial calculated in starts (a) to (c) covers a large frequency

range in which there are no observations.
ensure a smooth, monotonic start
with changes in fy, two constraints are added to define the profile shape
These constraints are: )

(1)
corresponding virtual height h',
this frequency, as shown in Fig. 2.

(1) The initial gradient dh/dFN, at the peint  (fg,hg),
virtual height of about h'y at frequencies just above hg.
(Titheridge, 1985b).

dh/dfy = (1 + 1.8/f1).(h'y - hg).
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Figure 2. The start procedure using ordinary-ray data only.
extrapolation of the (maximum)
heights. The circled virtual-height

physically acceptable profile in the
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“unseen" region from fg to fj.

Some unphysical variations could then be obtained.
giving approximately the same results with all modes of analysis and
in the unobserved region.

An additional virtual height point is included at the frequency f, = (fg + f1)/2.

To

The

is obtained by extrapolating the inftial virtual heights back to

is given a value that would produce a
This is obtained from the relation

hg is obtained by Tinear
slope indicated by the first three virtual
point at f, is added to ensure a smooth,




6.2 The Methods Used in POLAN

(a) START = 0.0

If START is zero the analysis begins from an initial real-height point (fs.hg)s where hg
is determined by extrapolating the initial section of the ordinary-ray trace linearly down to zero
frequency. This is the default procedure, illustrated in Fig. 2. The starting frequency fg
is normally 0.5 MHz, but is kept less than 0.6f1 to ensure a sufficient range for the starting
correction. Extrapolation is based on the first three ordinary-ray points, and the absolute value
of (h's - h'1)/(f3 - f1) is used so that curling up of the trace at low frequencies (which is
produced by an underlying layer with FN close to fi) also gives a downwards correction to the
starting point. If h'min is the Towest of the first 3 virtual heights, the starting height is
effectively

hg = h'min - fminldh'/dfl.

This gives a low value of hg, showing the presence of appreciable underlying ionisation, if the
O-ray trace is turning downwards (due to reducing real heights) or upwards (due to increasing group
retardation) as we approach fmin. To prevent unreasonable extrapolations, upper and lower limits
are placed on the value of hg using the expression

h'min/4 + 55 < hg < h'min/2 + 60 km

where h'min is the lowest observed virtual height. These 1imits agree roughly with the night-time
models of Section 6.4. Careful use of a limited extrapolation of this type generally gives a
worthwhile improvement, although results are less consistent than with the model procedure (b).

(b) START > 44.0

When START is greater than 44 it gives a model starting height to be used. Thus the analysis
begins from a real-height point (fg,hg) where hg = START. fg is nominally 0.5 MHz, but is kept
below 0.6f1, as in (a). The value of START will depend on some mean diurnal model, and varies in
general from about 90 km near noon to 150 km after midnight. The selection of a suitable value of
START, for different times, seasons and latitudes, is discussed in Section 6.3(b). The given value
of START is modified within POLAN, if required, to be compatible with the observed virtual heights.
This is done by making hg less than 0.6h'min + 0.4h‘'s  where h'min 1is the minimum observed
virtual height and h'g 1is the extrapolated value obtained in (a) above.

{c) 0.0 < START < 44.0

Positive values of START less than 44.0 are used to define an initial plasma frequency fg from
which to start the analysis, at a fixed height hg which is usually 90 km. This allows use of the
(fixed-height, variable-FN) synoptic starting model of McNamara (1979). In POLAN the fixed height
can also be set at 110, 130, 150 or 170 km, to allow greater accuracy with night ionograms where a
starting height of 90 km (with a very Tow density) is too far below the base of the observed F layer
to be useful or reliable. The different heights and densities are specified by the parameter START
as follows:

For: 0 < START < 10., Use: fg = START MHz, hg = 90 km.

10 < START < 20., fg = START - 10 MHz, hg = 110 km.

20 < START < 30., fg = START - 20 MHz, hg = 130 km.

30 < START < 40., fgq = START - 30 MHz, hg = 150 km.

40 < START < 44., fg = START - 40 MHz, hsg = 170 km.

(d) START < 0.

If START = -1.0, underlying ionisation is ignored and calculations begin directly from the
first scaled point (fy,hy). This gives the ionosphere a flat base at the height hi = h'min, and
variations due to underlying ionisation are excluded from the analysis. START = -1.0 can also be

used to obtain any starting point not covered by options (a) to (c) above, by entering the desired
starting point as the first data point (f1,hy). Calculations differ from use of the standard
options in that the additional point (i) in Section 6.1 is not added, and the constraint (ii) is not
applied to the initial gradient.

Values of START less than -1.0 are used to specify a polynomial start for the analysis of
combined ordinary and extraordinary ray data, as described in Section 8.6.1.
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6.3 Day-time Starting Models
(a) The data base

Ionograms normally contain no reflections from heights below about 100 km, and seldom show
extraordinary-ray traces for the lower E region. Corrections for group retardation occurring in the
daytime D region must therefore be based on other information. 700 experimental electron-density
profiles of the D and lower E regions have been compiled into a computer accessible Tibrary by
McNamara (1978a). Profiles corresponding to undisturbed conditions were used in a multiple regression
analysis to obtain expressions giving the mean variations (at a fixed height or density) with solar
zenith angle, season, latitude and solar cycle (McNamara, 1979). From these expressions mean results
have been derived for use in the model starts (b) and (c) of Section 6.2, as described below. Note

that the data base is heavily weighted to the North American region, so the models will be less
representative elsewhere.

(b) The variable Starting-Height Model

The recommended procedure for the incorporation of model starting data is use of a variable
starting height hg at a fixed starting frequency fg. From the D-region data base McNamara (1979)
obtained the height at a fixed plasma frequency of 0.5 MHz as

ho.s = 91.5 - (5.6 cosX* 1.4 cosS + 0.027R) (10)

with a residual standard deviation of 3.8 km. The + and - signs apply to the Northern and Southern
Hemispheres respectively. X is the solar zenith angle, and R s the 12-month smoothed sunspot
number. Seasonal changes depend on the parameter S = 30M -15 degrees, where M 1is the month. For
a station at latitude @, and a local time of T hours from noon, the zenith angle is given by

CosX = sinD.sinf + cosD.cos@.cosA
where the hour angle A = 15.T degrees and the solar declination D = 23.44 cosS degrees.

At R =50 this expression gives the heights shown in Table 4. At each Tatitude the change from
summer to equinox to winter has been linearised so that it may be expressed in the form hg = heq
+/~Ah,  where heq *AK,  hg and  heq -Ah  apply to midsummer, equinox and midwinter
respectively. This makes interpolation more convenient, and introduces an additional error of not

more than 0.3 km at any point. Note that the sign of the seasonal variation changes at high latitudes
near noon.

Table 4. Starting heights hg for use at a fixed plasma frequency fg of 0.5
MHz, in the analysis of daytime ionograms. Main tabulated values apply
to the equinoxes. These are followed by the corrections required at
midsummer and at midwinter, using the upper and lower signs respectively.

{a) Hours from Local Noon

Latitude
0 2 3 4 5 hr
+10° 84.8£1.0 85.6%1.0 86.4x1.0 87,5¢1.0 88.8£1.0 km
£30° 85.6 £.2 86.2 £.2 86.9 +.2 87.8 £.3 89.0 +.3
£50° 86.7 1.3 87.2 3.3 87.83:.3 88.5 3.3 89.3 1.2
+70° 88.3 1.7 88.6 1.7 88.93.7 89.3 .7 89.7 1.6
(b) Hours after Sunrise or before Sunset
Latitude 2.0 1.5 1.0 0.5 0.0 hr
+10° 87.5t1.3  88.1t1.4 88.8:1.4 89.5:1.4 90.2+1.4 km
+30° 87.8¥1.2 88.4:1.3 89.0t1.4 89.6%1.4 90.2+1.4
+50° 88.5t1.1 89,0t1.2 89.4x1.3 89.8+1.4 90.2¢1.4
+70° 89.420.9  89.6*1.0 89.8%1.2 90.0%1.3 90.2+1.4
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Table 4 is used only when a normal E layer trace is visible. At local times more than two hours
from sunrise or sunset, hg is obtained from the upper section (a) of the table. Within two hours
of sunrise or sunset the Tower section (b) should be used. The two sections agree closely near the
equinoxes but the seasonal variation increases near sunrise/sunset, becoming +/-1.4 km (at all
latitudes) at X = 90°. The final solar-cycle term of equation (10) is not included in Table 4. It
adds a further change of +1.4 km at solar minimum, and -1.4 km at solar maximum (R = 100).

Use of Table 4 to estimate the required starting height hg, to the nearest km, is
straightforward. The rise in hg towards sunrise or sunset follows the natural movement of the E
layer. Thus the height range over which the correction is applied is rather more constant than for
procedure (c). The frequency range is also more constant, extending from 0.5 MHz to the value of fmin
on the jonogram; this is typically about 1.5 MHz {(the top of the broadcast band) throughout the day.
For most work it is therefore recommended that the parameter START in POLAN be set equal to a height
obtained from Table 4, for the analysis of daytime jonograms when the E layer trace is visible. This
automatically gives the fixed fg (of 0.5 MHz), variable hg starting procedure of Section 6.1(b).

(c) The Variable Starting-Frequency Model

From the same D-region data base McNamara (1979) used undisturbed densities at a height of 90 km
to derive an expression giving the mean variation of Tlog(electron-density) with solar zenith angle
and with season. There were no significant overall changes with Tatitude or with solar cycle.
Expressing these results in terms of the peak plasma frequency FN, and making some simplifications
(which introduce errors of less than 5%) gives the result

(FN)gokm = 0.43 (1 + 2.5 cos?x) (1 + 0.2cosS) (11)

where S = 30M - 15 degrees and M is the month. For the Southern Hemisphere the last factor
becomes (1 - 0.2 c6sS). Results from (11) for summer, equinox and winter conditions are plotted in
Fig. 3.

The height of 90km is always slightly below the traces obtained from a normal E layer. This
makes it a good overall choice for a daytime starting height (e.g. Wright et al., 1975). For N(h)
calculations during the day, when a normal E layer is observed, the parameter START in POLAN may be
set equal to the estimated value of FN at a height of 90 km. This automatically gives the fixed hg
(90 km), variable FN starting procedure of Section 6.2(c). In the absence of other information, FN
is obtained from (11) or from the curves in Fig. 3. The latter are calculated from (11) and represent
the current best estimate of the mean value of (FN)gg under quiet conditions. An indication of
the changes which occur in various types of disturbance is given by McNamara (1978c). At night, the
value of 90 km is much too low for reliable calculations with a fixed-height starting model. The
starting height can therefore be altered to 110, 130, 150 or 170 km if desired, by appropriate choice
of the parameter START, as described in Section 6.2(c).
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Figure 3. Mean starting frequencies (FN) for the analysis of daytime fonograms,
using a fixed starting height of 90 km.
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6.4 A Night-time Starting Model

During the night the base of the F layer is generally at a height near 200 km. A starting point
near 90 km then leaves a large region with no observations. Calculated profiles will be ill-defined
over this region, giving variable and unreliable results. Observations of the night £ layer provide
no help, since these are still at a comparatively Tow height with a wide valley between the night E
and the Tow F layers.

In the absence of extraordinary-ray data, some mean model should therefore be assumed to provide
a starting point in the height range 130 to 180 km. A procedure described previously (Titheridge,
1967b, 1975a) used a constant starting frequency fg of 0.5 MHz. The corresponding height hg
was taken as 90 km during the day (agreeing with the mean daytime results of Section 6.2(b)). hg
becomes about 120 km after sunset, when the E layer trace is not visible. It increases to about 150
km near midnight, and remains at this value until shortly before sunrise. Results give a reasonably
continuous and consistent sequence of profiles, with an approximately correct allowance for mean
changes in the night £ region. The recommended values of hg were, however, based on comparisons
with a fairly small number of profiles obtained using good ordinary and extraordinary-ray traces;
primarily the mean night-time sequence for STough described in Titheridge (195%c).

McNamara (1979) has considered this problem using the collection of about 100 experimental
night-time profiles, for heights from about 80 to 280 km, given by Knight (1972). He gives starting
points (hg,fg) which 1ie on the mean electron densjity profiles, with hg equal to or greater
than 150 km. Thus they make no allowance for jonisation below hg. Correcting for this effect gives
the circles plotted in Fig. 4. The zenith angle scale, at the top of the figure, corresponds exactly
to the Tower hourly scale at a latitude of 48° (at the equinoxes), and the scales are approximately
correct for all Tow and middle Jatitudes. The drop of 60 km in hg between X = 100° and X=
90° s similar to the drop of 50 km in the real height of the F region profile at FN = 1.5 MHz. The
rise of 150 km in the value of hg in the two hours after sunset also roughly parallels the rise of
30 km in the real height at 1.5 MHz. With a fixed starting frequency fs of 0.5 MHz the extent of
the underlying "unseen" section of the calculated profiles is therefore roughly constant, in both
height and frequency range, throughout the night. Figure 4 is also in reasonable agreement with the
previously recommended starting points at 0.5 MHz, of 90 km during the day (when the E layer is
visible), 120 km after sunset or before sunrise, and 150 km near midnight.

It is therefore recommended that starting heights from Fig. 4 be used for the analysis of
night-time ionograms in the absence of extraordinary-ray data. In the program POLAN this is achieved
by setting the parameter START equal to the height read from Fig. 4, at the appropriate hour T. When
the day-time E Tayer trace can be scaled, START is equal to about 90 km as shown by the straight Tines
for summer and winter in Fig. 4. These lines correspond to the heights of Table 4(b). The abrupt
decrease in hg when the E layer trace disappears at sunset counteracts the effect of the sudden
increase in the lowest measured virtual height, and so helps to maintain reasonable continuity in the
calculated heights of the F layer.
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Figure 4. The starting height hg for use at a fixed frequency fg of 0.5 MHz,
at night (heavy 1ine) and when the normal E layer is visible near
sunrise and sunset (thin lines labelled for summer and winter)
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7. VALLEY PROCEDURES FOR THE ORDINARY RAY
7.1 OQutline

‘Where the virtual-height trace on an ionogram is discontinuous we have the possibility of a
non-monotonic N{h) profile. This problem arises primarily in the analysis of daytime ionograms, when
a valley or decrease in electron density commonly occurs between the E and F layers. Uncertainty as
to how this "unseen” region should best be treated, in routine ionogram analysis, has caused most
workers to ignore the problem. Thus most of the profiles which have been calculated to date give the
monotonic real height which satisfies the ordinary-ray virtual-height data. This procedure has the
merit of being straightforward and well-defined. It has the fault of producing an answer which is an
extreme case - the lower 1imit to the range of possible profiles - and so is always too low. Using
POLAN, ‘the ?onotonic profile can be obtained by setting the parameter VALLEY equal to 10.0 (as in
Section 7.4).

There is not and cannot be any purely mathematical procedure for determining the "correct"
profile from the range of possible solutions, using the ordinary ray only. Thus curves a, b, and ¢ in
Fig. 5 give real heights for the Tower F region which vary over a range of 100 km. A1l three curves
agree exactly with the given virtual-height curve and so are equally valid mathematical solutions.

The full range of possible real-height curves extends from the monotonic {no valley) solution to the
largest valley which is consistent with a positive value of dN/dh at the base of the upper layer.
Selection between different solutions must be based purely on physical grounds, having regard to the
reasonableness or physical Tikeliness of different types of profile. To allow meaningful comparison
of results, the selection should follow some consistent procedure.

When suitable extraordinary-ray data are available, some information can be obtained about the
valley region. At best two parameters can be estimated, relating basically to the overall width of
the 'valley and ‘to the relative amount of high density ionisation (Section 9.1 and Appendix B.2). In
most cases only one parameter can be reliably determined. We then use some model for the shape of
the valley, to give suitable proportions of high and low density fonisation, and determine the single
valley-width parameter VWIDTH.

Ordinary-ray calculations use a similar approach. A standard valley shape is defined as in
Section 7.2. This has physically reasonable values for the decrease of FN above the peak of the lower
layer, for the mean depth of the valley, and for the gradient dh/dFN at the top of the valley region.
The valley problem then reduces to the choice of a suitable value for VWIDTH. This can be specified
directly, for an individual profile or for a whole run, by appropriate choice of the parameter VALLEY
in POLAN. Upper and Tower limit profiles can also be obtained as described in Section 7.4. For most
work, however, it seems preferable to obtain VWIDTH by including physically-desirable conditions as
part of the least-squares analysis. This seems the best general approach, and perhaps the only
feasible or useful one, for selecting between the wide range of possible valley profiles in the
absence of extraordinary-ray data.

The construction of POLAN makes direct incorporation of constraints on the real-height profile no
more difficult than the use of standard virtual-height data. Any number of constraints can be used,
as necessary conditions or as desirable attributes of the profile. Necessary conditions specify
1imits on the allowable range for one or more of the real-height parameters g; these conditions are
described in Section 7.3.3 and are imposed after the normal solution of the virtual-height equations.
Desirable attributes are included directly, with some appropriate weight, in the set of equations for
the least-squares solution.

Section 7.3.2 describes the physical constraints used in POLAN for valley calculations.

The first constraint requires the valley width to be about twice the neutral scale height; this
condition is given a weight such that it strongly influences the calculation of VWIDTH, but does not
predetermine it. Further equations, with smaller weights, require a smooth transition from the valley
region to the following profile. All equations are combined in the normal (default) valley procedure
to determine VWIDTH. Different valleys, and upper or lower limit profiles, can also be obtained using
a non-zero value of the input parameter VALLEY as described in Section 7.4.

7.2 The Standard Valley

The vertical scale of an electron density profile is governed primarily by the Tocal scale height
SHA of the neutral atmosphere. Thus for both E and F layers the peak thickness is proportional to the
scale height of neutral gases which govern the height variations of production, loss and diffusion
(e.g. Titheridge, 1973). The vertical separation of the E and F layers, and the width of the valley
between them, will also (in the idealised case) be proportional to the mean scale height of the
neutral gas.
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POLAN uses a model atmospheric scale height SHA related to true height h by
SHA = h/4 - 20 km. (12)
The valley width is taken as
VWIDTH = 2SHA = HMAX/2 - 40 km (13)

where HMAX is the height of the underlying peak. These relations give reasonable values for the scale
height and for the valley width, in both the E and F1 regions, as shown by Table 5.

Table 5. Parameters for the standard valley defined by equations (12) to (14).

Height of underlying peak: HMAX = 100 110 120 160 180 200 km.
Model scale height: SHA = 5 7.5 10 20 25 30 km.
Standard Valley: VWIDTH = 10 15 20 40 50 60 km.

VDEPTH = 0.03 0.05 0.08 0.21 0.29 0.36 MHz.

The shape of the assumed valley is shown in Fig. 6. The peak section calculated for the lower
layer is extrapolated upwards to the point where the plasma frequency drops to FC - VDEPTH. The
scale height SH used in this extrapolation is 40% greater than the value calculated for the lower part
of the peak. This makes allowance for the normal increase in SH with height, and gives a shape which
closely matches the peaks obtained with overlapping Chapman layers. From the top of the parabolic
section the electron density profile consists of two linear segments reaching a plasma frequency FC
at a height HMAX + VWIDTH.  Occasionally insertion of this model valley will result in negative

values of the gradient dh/DFN just above the valley; the valley width is then automatically reduced,
as described in Section 7.3.3.
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Rocket and backscatter profiles indicate nearly full daytime valleys under most conditions.
The default depth for the standard E/F region valley is therefore taken as  VDEPTH = 0.05 MHz, at
VWIDTH = 20 km. The mean depth will vary with the valley width, as in Fig. 7. When VWIDTH becomes
small, the approximately parabolic peak of the underlying layer forces VDEPTH to decrease rapidly,
approximately as VWIDTHZ.  For larger valleys VDEPTH will change more slowly with the overall
valley width, to agree with rocket and backscatter results (summarised in Lobb and Titheridge, 1977a)
which indicate a maximum depth of about 0.2foE. Widest valleys should still be deepest on the
average, however, or the irregular variations shown by most direct measurements in the valley region
would lead to the common appearance of intermediate traces on the ionograms. Valley depth is very
much less important than valley width in obtaining correct heights for the F region (Section 9), so
the model needs only approximate values for VDEPTH.

At small values of valley width, VDEPTH is made proportional to VWIDTHZ.  This keeps an
approximately constant shape for the valley, with the initial parabolic section (a range PARHT in
Fig. 6) a constant fraction of the total width. For larger valleys the depth is made proportional
to width. This is accomplished using

VDEPTH = 0.008 VWIDTHZ/(20 + VWIDTH) (14)

where VWIDTH is obtained from (13). Valley constants calculated from (13) and (14) are shown in
Table 5. The constants in (14) can be changed if required, as described in Section 9.4. To ensure
that valley depths never become impossibly large, the actual depth used in the calculations is
VDEPTH.FC/(VYDEPTH + FC) where FC 1is the critical frequency of the underlying peak. For normal
valleys with VDEPTH much less than FC this has no significant effect. It can be important,
however, when attempting to calculate the valley depth using extraordinary-ray data (Section 9.3).
The constants in (14) can be changed if required, to use different valley shapes, as described in
Section 7.4.

7.3 Addition of Physical Constraints

7.3.1 The real-height equation

Throughout most of a calculated profile, each real-height section is defined by the relation

NT )
H-HA = 3 qj (FN - FA)J
j=1

This gives a polynomial passing through a known real-height point (HA,FA). The coefficients qj
are obtained by solving a number of virtual and real-height equations as described in Section S.i.
For general start or valley calculations we do not have a known starting height for the polynomial
segment, so an additional (constant) term is included in the real-height expression giving

NT .
H-HA = 21 qj (FN - FA)J + q(Jm) (15)
=
where JM = NT + 1.

The term q(JdM) gives a constant offset to the calculated real heights. This is negative
when used to allow for a starting correction (Section 8), and positive to allow for a valley above
the peak of a layer. The constant term is added at the end of the real-height expression so that

(a) the form of the first NT terms is unchanged;

(b) the value of q(JM) can be adjusted readily after the initial solution, without affecting any
other constraints which may have been added; and

(c) other constraints which may be applied after the initial solution (Section 7.3.3) will over-ride
a previous definition of q(JdM).

The values of g (j = 1 to JM) are obtained by solving the set of simultaneous equations
stored in the matrix % of Section 4.2. The equations are specified by coefficients B(i,j) where
i=1toM and j =1 to JM+l; the terms B(i,IJM+1) contain the right-hand sides of the equations
(7), corresponding to the left side of equation (15). The M rows of coefficients are calculated

by a subroutine COEFIC (Appendix D.1) which also sets following rows of B to zero. Any required
constraints can be specified in these following rows, and the value of M incremented by the number
of added constraints. The subroutine SOLVE then calculates the coefficients gq; in {12) as a
least-squares solution of the M simultaneous equations, including the added constraints.
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7.3.2 Added valley equations

Physically desirable features of the valley region, and of its relation to other parts of
the profile, are expressed analytically and included with the virtual-height equations in the
Teast-squares solution. These added equations relate the real-height coefficients al{j) to the
standard valley parameters VWIDTH and VDEPTH. POLAN currently adds 4 equations of this sort
for ordinary-ray valley calculations, representing the following three conditions:

(a) The valley width.

The overall width of the standard valley in Fig. 6 is VWIDTH = q(JM) + PARHT. The parabolic
distance PARHT is calculated from the value of VDEPTH and the scale height of the underlying peak,
as in Section 7.2. The valley-width equation added to the set of simultaneous linear equations is
then:

q{dM) = VWIDTH - PARHT (16)

This equation has a weight 1.0, as for the virtual-height data points, so the equality is indicated
but not enforced in the least-squares solution. The weight is increased to 100 when the parameter
VALLEY (or HVAL, Section 7.4) is less than -2.0, indicating that a specific valley width is required.
When extraordinary-ray data are used to determine the valley width, as in Section 9, the weight given
to the condition (16) is reduced to 0.04.

(b) Gradient continuity

With a reasonably realistic model for the variation of electron density with height in the
valley region, we expect a reasonable match between the gradient at the top of the valley and the
initial real-height slope q(1), at the point D in Fig. 6. An exact match is obtained if q(1) =
0.4q(JM)/VDEPTH, since the section (D covers a range of 0.4g(JM) 1in height and VDEPTH in
frequency. There is normally some negative curvature of the real-height profile in this region,
so the relation used in POLAN is q(1) = 0.25q(JM)/VDEPTH. Using a weight of 0.42 for the
least-squares solution, the added equation becomes:

0.4g(1) - 0.1q(JM)/VDEPTH = 0. (17)
(c) Profile smoothness

Implausible E/F valleys can require rapid changes in dh/dFN, at the bottom of the F layer,
to give agreement with observed virtual-height curves. The true profile is unlikely to have large
fluctuating gradients in this region, where the scale height is reasonably large and the electron
density is increasing rapidly. Thus we would Tike the initial real-height section above a valley
to be represented by the Towest order of polynomial which gives reasonable agreement with observed
virtual heights. Linear and parabolic sections are not sufficiently flexible in general for
reliable results. When four or more terms are used in the real-height polynomial, the preference
for a low-order representation in (15) is expressed by the relation

0.5q(NT) = 0. (18a)
With higher order methods, using NT > 4, POLAN adds in addition the relation
0.15q(NT-1) = 0. (18b)

The effective weights of 0.52 and 0.152 given to these relations express a desirable tendency
rather than a requirement.

7.3.3 Limiting constraints

After the valley calculation, results are checked to ensure that profile parameters are within
physically reasonable Timits. Unacceptable parameters are fixed at the Timiting value, and the other
parameters adjusted to obtain a new least-squares solution (using the subroutines ADJUST and SOLVE).
Limits are imposed in the following order:

(a) F-region gradient
The gradient dh/dFN of the real-height profile is large at the top of a valley (the point
T in Fig. 7). This is partly a consequence of fairly shallow valleys. Examination of theoretical

and experimental profiles suggests dh/dFN > 10 km/MHz at all times, and dh/dFN > 20 km/MHz
nearly always.
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Figure 8. Dual-Chapman profiles for conditions near
Figure 7. Profiles formed by the super- sunrise or sunset (VC1), and near noon (VC2).
position of a Chapman E layer, with HMAX Broken lines give the profile calculated by POLAN
= 110 km, SH = 10 km and FC = 3.0 MHz, at a dip angle of 50°, using the‘s§andard va]]ey
and a Chapman F1 Tayer with SH = 20 km. (HVAL=0 or 1). Upper and lower limit calculations

(obtained with HVAL= 5 or 10 respectively) are
shown by dotted and chain lines.

An absolute minimum slope can be calculated directly. For a given valley size the gradient is
least when the ratio of scale heights for the upper and lower layers is least. For the Fl1 and E
layers, consisting of 0% and 0> ions respectively, the scale heights have a ratio of 2:1 for
isothermal conditions; in fact the temperature increases with height so the scale height ratio will
always exceed 2:1. Using SH = 10 km for the upper E region, the smallest scale height for the F1
layer is 20 km. With this value, varying the height of the F region peak gives the family of valleys
shown in Fig. 7. These are calculated for foE/foFl = 0.66 since minimum gradients are obtained near
this {minimum) condition. Curves A, B and C in Fig. 7 have gradients dh/dFN of 56, 17 and 11.5 km/MHz
respectively, at the points T. The last figure is for a valley width of 39 km, and an unreasonably
large depth of 0.77 (due to the neglect of other ionising processes in the valley region).

The six model test profiles used by URSI W.G. G/6/2 (McNamara and Titheridge, 1977) have
gradients at the top of the valley equal to 100, 90, 70, 62, 41 and 19 km/MHz. The last value
corresponds to an overlapping-Chapman model with a large valley depth of 0.88 MHz. The condition
dh/dFN > 15 km/MHz  therefore seems a reasonable requirement at the top of the E/F1 valley. For an
F1/F2 valley the slope will be considerably greater. For valleys within the E region the slopes
may be less. The local scale height SHA (Section 7.2) is therefore taken as the lower limit for
the value of dh/dFN above a valley. At heights of 120, 140, 160 and 180 km this gives minimum
gradients of 10, 15, 20 and 25 km/MHz respectively.

Values of dh/dFN become too small when the calculated valley is too wide. After each valley
calculation in POLAN, results are checked to see if the gradient term qj 1is greater than SHA.
If not, the equation 10q; = 10SHA 1is added. The new least-squares solution then has a gradient
q; = SHA;  a decreased curvature term qp; and a decreased valley width parameter g(dM). g2
and q(JM) are further checked as in (b) and (c) below. The altered valley width is then used to
calculate a new value for the valley depth, and the complete calculation is repeated once (as in
Section 7.3.4).
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(b} F-region curvature.

The curvature of the real-height profile at the top of the valley region is negative for
physically reasonable profiles. For the profiles A, B and C of Fig. 7 the values of d2h/dFn2
at the point T are -640, -2.5 and -0.1 km/MHz? respectively. The deep V-shaped valley of €
seems quite untypical of experimental profiles. Shallower valleys with the same width will have
negative curvatures, similar to profile B, above the valley. The constraint currently adopted in
POLAN is  d2n/dFNZ < -3 km/MHzZ, or go < -1.5.  The purpose of this constraint is to rule out
profiles of the type shown by the dotted 1ine in Fig. 7. This is an alternative solution of the
virtual-height trace corresponding to profile B; the too-small value of dh/dFN above the valley,
the positive curvature, and the gradient discontinuity at T' all suggest that this solution is
physically implausible. In practice the Timit on qp is seldom invoked by POLAN, since condition
(a) above normally ensures compliance with (b).

(c) valley Width.

Adjustments (a) and (b) above reduce the valley width to an acceptable value, if it was initially
too large. Occasionally the data lead to a too-small valley width, giving q(JM) negative so that
VWIDTH < PARHT. The equation 10q{JdM) = 1.0 is then added to the least-squares solution, forcing
q(JdM) = 0.1 and VWIDTH - PARHT = 0.1 km. The decreased value of VWIDTH gives a smaller valley
depth, and hence a smaller VWIDTH, in the next iteration.

7.3.4 Valley depth iteration

The first valley calculation uses a depth VDEPTH obtained from (14), assuming the standard
value of VWIDTH.  Solution of the augmented set of equations gives the profile parameters gq(1) to
g(JIM), and a new value for VWIDTH. To maintain approximately the standard valley shape, the valley
depth must now be altered to correspond to the calculated width. This is done by inserting the new
VWIDTH in (14) to give a new value for VDEPTH. The full set of simultaneous equations is then
recalculated and solved to obtain final values for the profile parameters. Further iterations are not
necessary since valley depth is less important than width in defining the heights of the upper layers
(as discussed in Section 9).

7.4 Valley Options in POLAN

Section 7.3 describes the normal valley calculation used in POLAN when extraordinary-ray.data
are not provided. The result is obtained by a least-squares solution of the virtual-height equations
along with several additional equations which bias the results towards the standard valley model.
This is the default procedure, obtained when:

(i) the final parameter VALLEY in the subroutine call to POLAN is zero, and

(ii) the virtual height h'(FC) corresponding to the critical frequency FC of the lower layer is
zero. This data point is used to mark the transition between layers; the value of FC may be
scaled or zero, as in Section 10.2.

Other options are obtained by specifying a non-zero value for VALLEY or for h'(FC). The type
of analysis is controlled by a parameter HVAL within POLAN. This is normally set by the parameter
VALLEY in the call to POLAN. If in any data set the height h'(FC) is non-zero, however, HVAL is
set equal to h'(FC) for that analysis. Thus to use a particular valley analysis throughout a run, the
main program sets the required constant in VALLEY. For individual profiles the type of analysis can
be changed by giving a non-zero value for h'(FC).

The different types of analysis are defined below. In all cases positive values of VALLEY
{or of h'(FC)) apply scaling factors to the standard valley, to increase or decrease the width and
depth. Values of 5.0 or 10.0 give the extreme upper and Tower limit profiles. Negative values of
VALLEY specify absolute values of valley width and/or depth to be used in the analysis. The value
of |h'(FC))| must always be Tess than 30, to show that it is not a measured virtual height.

(a) VALLEY = 0.0 or 1.0 gives the normal analysis, with additional equations included in the
least-squares solution (Section 7.3.2) so that the result will tend towards the standard valley model.
(The added physical constraints can be omitted by using a negative value for AMODE, as described in
Section 10.2.2.)
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(b) VALLEY = 0.1 to 5.0 uses the normal valley analysis, but with the standard valley width
multiplied by the factor VALLEY. If the resulting width proves too large for compatibility with
the virtual-height data, the initial gradient (qj) at the start of the following profile section
is too small; this will be corrected automatically by setting qi equal to the minimum allowed
value (Section 7.3.3), and adjusting the other real-height parameters to obtain a new least-squares
solution. Thus the width is reduced as required until an acceptable gradient is obtained above the
valley. A new {smaller) value of VDEPTH 1is then calculated, and the analysis is iterated once.

(c) VALLEY = 5.0 is used to give a maximum-valley result, and an upper-limit profile. This is the
extreme case of (b). A valley width of 5 times the standard value is almost always impossibly large,
and so will be reduced to obtain reasonable positive values of dh/dFN above the valley. Thus the final
result has the greatest width which will give a physically acceptable profile for the upper layer.
Typical results are shown by dotted lines in Fig. 8.

(d) VALLEY = 10.0 is used to specify a monotonic result, with no valley. This gives the Tower limit
to the range of possible real-height profiles (the chain lines in Fig. 8).

(e) VALLEY = -0.01 to -0.99 specifies that the calculations are to use a valley depth VDEPTH =
IVALLEY] MHz, instead of the value obtained from equation (14). The valley width remains standard.

(f) VALLEY = -1.0 requests a two-parameter calculation of valley depth and width, when extraordinary
ray data are available, as described in Section 9.3. \Using VALLEY = -1.X forces the depth iteration
to begin from VDEPTH = 0.X MHz, and is used primarily for tests of the type described in Section 9.4.

(g) VALLEY = -N, where N 1is an integer in the range 2 to 30, specifies a valley width of 5N km.
This value is enforced by using a weight of 10 with the corresponding equation (16) in the
least-squares solution.

(h) VALLEY = -W.D, where W and D are non-zero, is a combination of (e) and (f). The
calculation uses a valley width of ©5W km and a depth of 0.D MHz. Thus VALLEY = -6.75 gives a
profile with VWIDTH = 30 km and VDEPTH = 0.75 MHz.

When the value of VALLEY (or of h'(FC)) 1is less than -2.0, the weight given to the valley-width
equation in the least-squares solution is increased from WVAL = 1.0 to WVAL = 10.0. Results will
then conform closely to the specified values of VWIDTH and VDEPTH.

The effects of changes in valley width on the calculated F-region real heights are shown in
Fig. 9. Since the equations defining the real-height profile are linear (Section 3), the changes in
real height are proportional to the changes in valley width. This is strictly true only for a fixed
value of valley depth. The effect of depth variations is small, however, so the curves of Fig. 9
apply with reasonable accuracy for all but very deep valleys. The curves shown are calculated for
typical E-layer critical frequencies of 3.1 MHz at 30° dip and 1.4 MHz at 70° dip. Ordinary ray
calculations are not very sensitive to changes in magnetic field and, when variations in FB are
ignored, depend only on the ratio f/FC. Fig. 9 may therefore be used to estimate the effect of
changes in the assumed valley width, on the calculated real heights of the upper layer, under most
conditions. Using the broken Tine in Fig. 9 gives the following approximate result: the change in
calculated real height Ah above a valley, due to a change DWIDTH 1in the assumed valley width, is

Ah = 0.8 DWIDTH.(FC/f)2 (19)

where f 1is the plasma frequency at which the real height is calculated and FC is the critical
frequency of the underlying peak. For plasma frequencies greater than 2FC the real-height error
decreases approximately as 1/f, as shown by the dotted 1ine in Fig. 9, giving

Ah = 0.4 DWIDTH.FC/f (19b)

Changes can be made in the shape of the valley used by POLAN, by modifying the valley constants
which are stored as DATA statements in the program STAVAL (Appendix F.2). The valley has a parabolic
section covering a height range PARHT in Fig. 6. This distance is calculated using a scale height
which is greater than that of the sub-peak profile by a factor VPEAK. Above this is a flat valley
base extending over a distance (1-VBASE).q(JM). The constants normally used are VPEAK = 1.4 and
VBASE = 0.6. By altering these values a wide range of different shapes can be obtained. Thus a
simple triangular valley is obtained if VPEAK = VBASE = 0.0, and a rectangular valley if VPEAK = 0
and VBASE = 1.0. The relation between the depth and width of the valley is set by equation 14 which
uses the constants VDEEP = 0.008 and VCONST = 20. Variation of these parameters (by changing the
DATA statement in STAVAL) will change the ratio of depth to width for all valleys. For example,
setting VDEEP = 0.016 will double the depths of all the valleys shown in Fig. 17 (section 9.2).
Setting VCONST = 0.0 will make the valley depth directly proportional to the calculated width.
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8.  START CALCULATIONS USING THE EXTRAORDINARY RAY

8.1 Practically Obtainable Information

Ionograms give the virtual heights of the ordinary (0) and extraordinary (X) rays only down to
some limiting frequency fmin. For the X ray we define fmin as the plasma frequency FN at which the
lowest observed frequency is reflected, and will assume in the meantime that this is similar to the
frequency of the lowest O ray. Reflections are not obtained from the ionised region with FN < fmin.
Information about this underlying region can however be obtained from the difference in the virtual
heights of observed 0 and X rays. For this purpose we consider "corresponding” 0 and X frequencies,
which are reflected at the same real height and have the same value of plasma frequency at reflection
FR. The wave frequencies f, and fy of the corresponding rays are related by

FR = fo = (fy(fy - FH))0-5 (20)
where FH is the gyrofrequency. The group retardations for corresponding 0 and X rays are then

h'o(FR) = HR = [ (W o(FR,FN) - 1) (dh/dFN).dFN (21a)

h'y(FR) - HR = I (u'x(FR,FN) - 1) (dh/dFN).dFN (21b)

The group refractive index p' is a function of the wave frequency f (or equivalently the
plasma frequency FR at reflection), the plasma frequency FN, and the magnetic field constants
gyrofrequency (FH) and dip angle (I). For vertical propagation at a given site the dip angle is
constant. The height variations of FH are considered in Appendix C, and will be ignored here.
u' then depends only on FR and FN. The form of this dependence is quite different for the 0
and X rays. The ratio

Rx,o = (le - 1)/(11'0 - 1) (22)

also varies considerably with FR, at fixed FN (Appendix B.1). Thus the effective weights (u'-1) in
(21a) and (21b) are different functions of FN, and the form of these functions changes as FR varies.

Ionisation in the unobserved region at FN < fmin 1is represented by an equivalent monotonic
profile, which has only one height at each value of FN. It can then be shown that an exact knowledge
of the functions h'y(FR) and h'(FR) over any finite interval FRy to FRp is sufficient (in
theory) to define the function dh/dFN for all FR < FRp. In practice we do not have an exact
mathematical function for the virtual heights, but a small number of data points with finite errors.
The extent of the information which can be obtained about the underlying region then depends on the
size of the difference u'y - W'y, and the amount by which it varies with FN and with FR.
Observed values of h'y and h'p give no information about the distribution of ionisation in any
region where Ry g (equation 22) does not change significantly with FN.

Group index calculations (Appendix B.1l) show that Rx,o 1s approximately independent of FN, at

a given FR, when FN < 0.7 FR. This is true for all frequencies FR at dip angles less than 30° or
greater than 60°. At intermediate dip angles it is true for FR > 2FH. Under these conditions, and
taking FR as the minimum observed frequency fmin, no information about the distribution of ionisa-
tion at FN < 0.7fmin can be obtained from the observed 0 and X-ray virtual heights. This is true
for any method of analysis. Thus a basic requirement for a stable analysis procedure, producing
consistent results, is that it should not attempt to determine the distribution of jonisation in the
region where FN < 0.7fmin.

For dip angles near 67°, the variations of u'g and u'y with FN can be closely approximated
by expressions of the form p' = 1 + a.FNZ + b.FN8, for FN < 0.9FR (Appendix B.2). a and b
are independent of FN, at a given frequency FR. Group delgys due to this region are therefore
defined (to within about 1%) by the integrals of FNZ2 and FN8. So for the region with
FN < 0.9fmin only these two parameters can be determined.

At dip angles near 80° the ratio Ry o in (22) is approximately equal to 8.5FH/FR, for
0 < FN < 0.98FR (Appendix B.1l). Observed delays then give only one piece of information about the
jonisation with FN < 0.98fmin. At dip angles near 30° the ratio Ry o 1is approximately constant,
at a given FR, for all plasma frequencies FN Tess than FR (Titheridge, 1974b). Only one
parameter can then be obtained relating to the unseen jonisation. This single parameter is,
however, sufficient to correct the real heights at FN > fmin for the effect of the underlying
region.
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We conclude that, under most conditions, not more than two independent parameters can be
obtained for the underlying region at FN < 0.9fmin. One of these parameters normally defines the
total electron content of this region, while the second gives some distribution function. Analysis
of practical ionograms (Titheridge, 1959b,c) shows that the total content is generally well defined,
while the second parameter is obtainable with only marginal accuracy.

For the region with 0.9fmin < FN < fmin a single parameter will normally suffice, to define the
mean gradient just below fmin. Thus a total of two or three parameters is fully sufficient to fit all
available information about the underlying region. The only exception to this (apart possibly from
calculations at dip angles near 50°) occurs when the group retardations become very large near fmin,
showing the presence of an underlying peak -- as discussed in Section 8.5.2. Paul and Smith (1968)
also conclude that generally only 1 or 2 parameters can be determined for 'unseen' regions. Tests
carried out by Gulyaeva (1973) showed clearly that the use of many parameters for the unobserved
regions led to unreliable or ambiguous results in many cases; restriction to a one-parameter model
avoided most of these problems. Note that a special problem arises at dip angles near 35°, such that
start and valley calculations of reasonable accuracy become almost impossible for ionograms taken at
dip angles between 33° and 38° (Appendix B.2).

8.2 Inclusion of Extraordinary Ray Data

8.2.1 The general approach

Real-height calculations based primarily on O-ray data can be adjusted iteratively to optimise
agreement with a number of X-ray measurements. The process consists essentially of making successive
modifications to the profile shape at FN < fmin, to obtain best agreement between observed and
calculated X-ray virtual heights. The final result is a profile which exactly fits the O-ray data,
and gives some best overall fit to the X-ray data. Iterative adjustment of the profile in this way is
described by Lockwood (1969, for the topside case when X data are analysed and iteratively adjusted to
fit O-ray observations), by Gulyaeva (1972, 1973), by Becker (1978) and by Paul {in Gulyaeva et al,
1978). Howe and McKinnis (1967) use a least-squares fit to 0 and X data, repeating this with
different frequency intervals for the underlying region until results appear satisfactory.

Iteration can be avoided if the model for the underlying ionisation does not include any variable
frequencies. A single least-squares soluticn can then be obtained incorporating both 0 and X data.
This is the method used in POLAN. Neither O nor X rays are fitted exactly, but the overall RMS error
will be appreciably less than if the fitting errors were confined to only one component. The two
components may be given different weights, by adjustment of the constant WVIRTX in POLAN; the relative
weight given to X-ray measurements varies as (WVIRTX)Z. In a combined 0 and X ray fit, the total
number of real-height terms being calculated is normally greater than the number of 0 rays used. A
small value for WVIRTX will then give a result in which the O-ray data are fitted (almost) exactly,
and the RMS deviation is minimised for the X-ray data. Thus we can obtain, in one step, the types of
solution provided by most of the iterative procedures mentioned above.

In general, when highly retarded X traces are avoided, it can be shown that use of similar
weights for both the 0 and X data gives maximum stability and insensitivity to measurement errors.
POLAN therefore begins an analysis with WVIRTX = 1.0. If there is an apparent conflict between 0 and
X data, WVIRTX is reduced to 0.5 so that O-ray virtual heights are fitted 4 times more accurately than
the X data. This gives results similar to those from the iterative approach, with a decreased
sensitivity to (for instance) errors in FH or the effects of magneto-ionic path splitting. Thus the
analysis is automatically adjusted to reflect the relative degree of confidence placed in the X-ray
data.

8.2.2 Implementation in POLAN

The virtual-height equations in the set (7), used to define a given polynomial, can include
both ordinary (0) and extraordinary (X) rays. X-ray data are identified in the calculations by using
negative frequencies; this automatically gives the right sign at all points in the group index
subroutine (Appendix D.3). Calculation of the coefficients B(i,j) then requires no special
considerations other than using the correct upper 1imit of integration in (4) - this must be the
plasma frequency at reflection FR, equal to (fj(f; + FH))0.5" when the wave frequency fi is
negative. The optimum value of FH for use in start calculations is discussed in Appendix C.

With O-ray data only, the frequency up to which the starting polynomial extends is determined by
the number of data points (NV) used by the specified mode of analysis (Section 5.2). If X-ray data
are also available the range of the polynomial generally is not altered; those X-ray points which
fall within this range (or within 0.1 MHz of the top freguency) are included, and any outside this
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range are ignored. This is in agreement with the general philosophy of building choices into the
program wherever possible, rather than depending on the judgement of an operator.

If the number of accepted X-ray points is NX, an additional NX virtual height equations appear at
the beginning of the set (7). Thus the total number of equations to be solved becomes NV = NF + NX
where NF is the number of O-ray data points. The value of NT (the number of terms in the fitted
polynomial) is increased by (NX + 1)/2 over the value originally specified. One further term is
added corvresponding to the constant in the polynomial expansion, to allow adjustment of the starting
height (Section 8.3.1). Thus for the standard analysis (MODE = 5) a start with O-ray data only uses a
4-term polynomial fitted to the first 5 virtual heights. If one or two X-ray points are added, this
becomes 6 terms fitting 6 or 7 heights. With equally-spaced 0 and X data we get NX = 5, and POLAN
fits 8 real-height terms to 10 virtual heights {5 O-ray plus 5 X-ray). Equations which bias an
ill1-defined result towards an acceptable model starting height are also included in the Teast-squares
analysis, as described in Section 8.4.

The number of real heights determined from the first polynomial is always less than the number
of O-ray data points used to calculate the polynomial coefficients. Thus for a Mode 5 analysis, the
start calculation is used to determine only the real heights hy to h3 at the 0 ray frequencies fy
to f3. These heights depend on both 0 and X-ray data. The next step in the analysis calculates a
polynomial passing through h1, hp and hg and giving a least-squares fit to the O-ray virtual
heights h's, h'y, h's and h'g. This polynomial defines the next real height hg at the frequency
fq. The accurate fit to hy, hp and h3 ensures a smooth continuation, so that hg still has
a considerable dependence on the X-ray data used to determine the first three heights. 0-ray virtual
heights h'y and h'g are used in both the first step of the analysis (in conjunction with X-ray
data) and in the second step {(without X-ray data). This gives a smooth transition from initial
heights, which depend on both 0 and X data, to a profile variation (at high frequencies) governed by
the 0-ray only. The net result is similar to the procedure used by Wright (1967), who instructs
operators to scale additional O-ray data at the top of an 0/X fitting region.

8.2.3 Data selection within POLAN

With data scaled at a normal frequency interval Af of about 0.1 MHz {(Section 8.5), the points
used in a starting calculation cover a frequency range of about 0.4 MHz. When virtual heights are
changing only slowly above fmin the value of Af wmay be increased, giving a corresponding increase in
the fitted range. When virtual heights increase rapidly near fmin it is not correct to use smaller
values of Af, 1in an attempt to obtain greater accuracy by defining the changes in h' more closely.
Such changes are due to the proximity of an underlying peak, and this section of the trace is best
omitted (Section 8.5.2). Values of Af appreciably less than 0.1 MHz may, however, be desirable for
two reasons:

(a) Experimental errors in the measurement of h' and of f can be reduced by scaling additional
points to be smoothed in the Teast-squares fitting process.

(b) Virtual heights may begin to increase rapidly with increasing frequency, within 0.4 MHz of fmin,
due to the presence of a cusp or peak on the ionogram. Such data should not be used in the start
calculation, since changes in h' will depend more on the changing gradient near reflection than on
the density of underlying ionisation. Thus at least 5 O-ray points should always be scaled before
appreciable peak retardation begins. (An example of the large errors produced by including cusp data
which does not exactly fit the assumed value of FH is given in Section 8.4.2(b).)

Starting data may be provided at frequency intervals appreciably less than 0.1 MHz for either of
the above two reasons, or through an operator mistakenly trying to define a rapid increase in h' near
fmin. These cases are treated appropriately in POLAN by the following steps.

(i) The specified number of O-ray frequencies (NF, equal to 5 for the normal analysis) is selected.
Each point is checked, in the normal way, to ensure a monotonic frequency variation and an absence of
'singular' points corresponding to a cusp, restart or peak. If [h'(NF) - h'(NF-1)] > 200[f(NF) -
f(NF-1)] the last point is deleted, in accordance with (b) above.

(i1) If the number of initial X rays (NX) is not zero, and the NF selected O-ray points cover a
frequency range of less than 0.4 MHz, the next O-ray point f(NF+1) 1is checked. If satisfactory, and
if the value of [h'(NF+1) - h*(NF)I/[f(NF+1) - f(NF)}] 1is Tess than 30 km/MHz, NF is incremented by
one to include the additional point.

(i11) Step (i1) 1is repeated until either the range of frequencies exceeds 0.4 MHz, or the gradient

of the virtual height curve exceeds 30 km/MHz. Any X-ray points which are reflected at plasma
frequencies more than 0.05 MHz greater than the last included 0 ray are then deleted.
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Two constants are used in this selection process. These are the minimum desirable frequency
range for the start calculation (FFIT, normally 0.4 MHz), and the maximum positive virtual-height
gradient to be allowed at the top of the range (GFIT, normally 30 km/MHz). The 'normal’ values are
set by a DATA statement at the beginning of POLAN, and may be changed as required for particular
studies.

8.3 The Slab Start in POLAN

8.3.1 The start model

The main start model used in POLAN for X-ray calculations is shown in Fig. 10. F1 is the lowest
plasma frequency from which reflections were obtained. The starting model consists of a polynomial
beginning at FA = 0.6F1, and an underlying slab with FN increasing linearly from 0.3F1 to 0.6F1.
This gives two basic parameters for the underlying ionisation, of the general type described in
Section 8.1. The Tlinear slab section serves to produce the correct total amount of low-density
ionisation. The initial section of the polynomial from 0.6F1 to F1 defines the mean gradient dh/dFN
near 0.8F1, and gives a continuous variation of all derivatives through the lowest observed frequency
F1. After a slab start real heights are calculated at FN = 0.3F1, 0.6F1 and 0.8F1.

With O-ray data only, calculations start from a height obtained by linear extrapolation of the
first three O-ray measurements (Section 6.2). With X-ray data the same linear extrapolation is used,
but it is continued only down to the frequency 0.8F1. The height HA obtained in this way is taken
as the origin for the starting calculation, at the frequency FA = 0.6F1. This Timited extrapolation
gives a minimum amount of correction, so that HA gives a reasonable upper limit for the true height at
0.6F1. Physically reasonable results can then be assured by requiring that the final starting height
be less than HA, as described in Section 8.4.

The real-height section above the starting frequency FA is represented by

MT-1 .
h-HA = 3 q(3).(F-FA)J + q(MT+1) (23)
J=1
The term q(MT) corresponds to the thickness of the underlying slab, from FN = 0.3F1 to O0.6F1.
This term does not appear in (23) since the corresponding coefficients B(i,MT) are zero in the real
height arrays (equations 5 to 8). For the virtual-height arrays the coefficients B(i,MT) give the

mean value of (u' - 1) 1in the linear slab, at the frequency Fj. The calculated value of q(MT)
then gives the thickness of the slab.

The final term in (23), at j = MT+1, provides the constant term required to allow a shift in
the starting height of the polynomial. Thus the calculated value of gq{MT+l) gives the real-height
correction at the frequency FA (Fig. 10). For this term both the real and virtual height coefficients
B(i,MT+1), 1in equations 5 to 8, are equal to unity. The constant term is placed at the end of the
expansion so that:

(a) the initial terms are the same for both 0 and X-ray calculations, and

(b) the coefficient q(MT+1) is readily modified or removed from the least-squares solution,
if the calculated value is physically unreasonable.

8.3.2 Test examples

Two test models were developed for evaluating start procedures. These are based on Arecibo
backscatter data (McNamara and Titheridge, 1977) and are shown by the solid lines in Fig. 11.
Corresponding virtual heights h'y and h'y, for a dip angle of 20°, are given in Fig. 15 (Section
8.6.1). The first model incorporates a slowly-changing gradient above 0.5 MHz, and much of the group
retardation (h' - h) 1is due to the fairly large gradient dh/dFN in the reflecting region. The
second model (Fig. 11b) has a smaller and more constant gradient in the reflecting region, with a
rapid increase in the gradient (and in the resulting group retardation) at frequencies below 1.0 MHz.

The dotted section in Fig. 11(a) is the equivalent monotonic representation for the underlying
ionisation. This gives exactly the same virtual heights for both 0 and X rays (at frequencies above
0.6 MHz) as the true profile. Thus it is an exactly equivalent solution of the given virtual height
data, and is the result towards which an ideal analysis should tend. The slab start calculation with
fmin = 1.0 MHz, giving the circled real heights at 0.3, 0.6 and 0.8 MHz, does represent this
equivalent profile quite accurately.
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Figure 10. The general form of the Slab Start profile, using virtual-height
data down to a minimum (plasma) frequency F1.
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Figure 11. Solid Jines show the model real-height profiles 3A and 3B. Circles (joined
by continuous lines), crosses (with heavy broken lines) and triangles (with thin broken
lines) give the calculated real-height profiles at an angle of 20° using data down to
fmin = 1.0, 1.5 and 2.0 MHz respectively. Results at 70° dip are shown by solid symbols
wherever these can be distinguished from the 20° results.
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Calculations using fmin = 1.5 or 2.0 give a simplified representation of the underlying
ionisation, shown by the broken lines in Fig. 11(a). These approximate profiles still give guite
closely the correct value for the integral of FN2dh. They fit the observed virtual heights, at all
frequencies, to well within experimental error. The data set for profile 3B at Dip 70° would not be
analysed from 1.0 MHz, as discussed in Section 8.5.2. The maximum R.M.S. fitting error for the other
11 calculations in Fig. 11 is DEVN = 0.01 km. The mean value is DEVN = 0.003 km. So no further
information is obtainable about the unobserved region, at FN < fmin, even if all virtual heights are
known to an accuracy of about 3 metres (i.e. to 1 part in 105).

Using 0 and X data at the normal frequency spacing of about 0.1 MHz, the default mode 5 in

POLAN selects 5 O-ray points and 5 X-ray points for the slab start calculation (Section 8.2.3). This
gives an 8-term polynomial. Calculations were also repeated using 7 terms. For each model and value
of fmin (apart from the case discussed in Section 8.4.2(b)) the four independently calculated results
for the thickness of the low-density slab agreed to about #10%. Values for the electron content at
FN < 0.8fmin agreed to within £1.1%. This confirms that only the total amount of ionisation, and not
the distribution, is important at FN < 0.8fmin. Calculated heights at 0.6fmin had a mean spread
of #1.8 km within each group. The solution is therefore stable and well-defined in the unobserved
region. In the observed region all calculated heights were accurate to within about 0.1 km at a dip
angle of 20°, and 0.5 km at Dip 70°, for all values of fmin.

Values of h'y differ appreciably at dip angles of 20° and 70° -- particularly for model 3B.
The change of dip angle gives a large change in the relative importance of different densities of
underlying ionisation, as discussed in Appendix B.1. The good consistency of the calculated model for
the unseen region, with changes in dip angle and in the degree of the fitted polynomial, shows that
we have a reliable, well-defined result. Calculations under a wide range of conditions show that the
real-height errors vary smoothly with dip angle (apart from an increase near dip 35°, as in Appendix
B.2). For dip angles near 29° good accuracy is still obtained in the observed region although the
distribution at FN < fmin can be quite unreliable, as discussed in Section 8.1. The mean accuracy
of the calculated heights in the observed region is slightly better than for the polynomial start of
Section 8.6. Variations in the unseen region are, however, only about half as large. This increased
consistency is the main reason for preferring the slab start in POLAN.

8.4 Physical Constraints and Height Iteration

8.4.1 Constraints included in the Teast-squares solution

Start calculations begin from a height HA at a starting frequency FA (Fig. 10). With O-ray data
only, HA is set equal to an estimated starting height HS. At START = 0., HS is calculated from a
limited extrapolation of the initial virtual-height trace. For more reliable and consistent results,
START i§ used to enter a suitable model starting height (obtained from the results of Sections 6.3
and 6.4).

When X-ray data are used in a start calculation, HA is set equal to a reasonable upper limit

for the real-height at the frequency FA (as described in Section 8.3.1). The combined 0/X analysis
then calculates the real-height correction q(MT+1) at this frequency, and the thickness q(MT) of a
Tinear slab representing the total amount of underlying ionisation (as in Fig. 10). This calculation
makes no direct use of the model starting height HS. With good data the least-squares solution of
the virtual-height equations gives well-defined results for the parameters qj, corresponding to a
sharp minimum in the RMS virtual-height fitting error. Data are normally less than ideal, however.
The absence of X-ray data at low frequencies, off-vertical propagation of some rays, and other errors
produce increased uncertainty in the least-squares solution. Results still give the values of g for
which the reai-height profile best fits the virtual-height data, but this fit may be nearly as good
(or as bad) for a considerable range of values.

With poor data we would like results to be biased towards the O-ray model, by an amount which
increases as the broadness of the minimum in the least-squares solution increases. This is achieved
by adding further equations to the least-squares solution, setting q(MT) and q(MT+1) +to values
which agree with the model O-ray starting height HS. These equations are given some low weight, so
that they have 1ittle effect on a well-defined X-ray calculation. An ill-defined solution will,
however, be shifted towards the model values of q(MT) and q(MT+1).

To include physical conditions in a combined 0 and X-ray starting calculation, the following
equations are added to the set of virtual-height equations used in the least-squares solution.

q(MT+1) 1.6 (HS - HA) (24)

0.3q(MT)

I

0.1HS - 6 (25)
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0.3q(MT-1) = 0. (26)

The first two conditions define a slab start profile (Fig. 10) which corresponds approximately
to the O-ray profile with a starting height HS (at the starting frequency fg, normally 0.5 MHz). The
third condition indicates that we would prefer the last term in the polynomial real-height expression
to be small (giving a lower-order solution, if the data do not require otherwise). The factor 0.3 in
(26) gives this relation a small effective weight in the analysis, only one tenth of that for
equations (24) and (25).

Both sides of equations (24) to (26) are multiplied by a weighting factor WS when they are
added to the set of simultaneous equations in the matrix B (Section 7.3). When HS is estimated by
extrapolation of the initial O-ray trace, we use WS = 0.1. The added conditions then have a weight
of 0.01, so that they normally have little effect on the solution. When HS is defined by an entered
model value of START, the weight WS is increased to 0.5. The calculated profile will then be biased
considerably towards the starting model, whenever the data by themselves would give an ill-defined or
ambiguous result.

Note that the above constraints have NOT been included in any of the examples discussed within
Section 8 of this report. Thus Figs. 11 to 16 show results which depend only on the virtual-height
data. Incorporation of equations 24 to 26 in the least-squares solution, using any reasonable value
for HS, considerably reduces the variations obtained with poor data.

8.4.2 Limits placed on the calculated profile

With a simple two-parameter representation of the underlying ionisation, as in Fig. 10,
physically reasonable virtual-height data always produce physically reasonable results. We can
therefore require that basic physical criteria are satisfied in the unobserved region. Occasionally,
with bad input data, a physically acceptable shape cannot be obtained without incurring a large
increase in the virtual-height fitting error. In such cases some unphysical variations are allowed
in the unobserved region, to give a better-defined profile at f > fmin. Adjustment of the solution
to impose some physical restriction is done accurately and rapidly by adding a further equation into
the previous least-squares solution, using the subroutine SOLVE (Appendix F.4). This gives new values
for all real-height parameters g(j), and for the virtual-height fitting error DEVN. Several
modifications of a calculated profile can therefore be tried, adding or adjusting constraints until
the solution is physically acceptable, with no significant increase in computation time.

Application of physical limits gives an automatic reduction in the effects of bad data in almost
all cases. Conditions (i) to (iii) below are applied by the subroutine - ADJUST immediately after
the first real-height solution. (iv) and (v) are checked in section ~CX2 of the subroutine STAVAL.
Conditions are applied in the order shown, so that (iii) is not checked until a solution has been
obtained which satisfies (i) and (ii). In most cases curing one bad condition ({(e.g. a negative
initial gradient) will also bring about conformity with the following conditions. The real-height
parameters directly involved in checks (i), (ii) and (iii-iv) are q(1), q{(MT) and q(MT+1})
respectively. When applied in this order the addition of one constraint (by the subroutine SOLVE)
retains all previous constraints. Each constraint is added to the set of simultaneous equations
with a weight of 20 so that the new condition is closely met by the new Teast-squares solution.

The large weight ensures that addition of subsequent constraints does not significantly alter the
previously-constrained parameters. The constraints applied are:

(i) The initial gradient q(1) = dh/dFN must be greater than 2.0 km/MHz. Thus if initially
q{1) < 2.0, the condition q(1) = 2.0 is imposed on the solution.

(ii) The thickness of the slab of underlying ionisation, q(MT), must be positive. If initial
calculations give a negative result the condition q(MT) = 0.1 1is imposed.

(ii1) The calculated height at the frequency FA must be less than HA. This requires that the
last parameter q(MT+1) 1in the real-height expansion must be negative.

(iv) Within the observed range, successive calculated real heights must give a mean gradient Ah/Af
greater than 2.0 km/MHz.

(v) Finally, if a height-dependent gyrofrequency is being used, the entire starting calculation is
repeated using the previously-calculated real heights to obtain a more accurate value of FH for
each ray. Iteration continues until the changes in real height are less than 2 km (giving an
accuracy of better than 0.1% in the value of FH at reflection). Optimum values of FH for use in
the unseen region are described in Appendix C.5.

With the overlapping-polynomial approach, the highest frequencies employed in each step of the
calculation serve only to ensure the correct overall trend for the upper part of the real-height
segment. Thus the number NH of final real heights determined in each step is normally less than the

42




number of 0-ray data points. Check (iv) is applied only to the first NH calculated heights, to
ensure an acceptable profile. If the check fails, the start offset q(MT+l) is reduced by an amount
equal to the greater of (10 km, 0.5]g(MT+1)|). Programming is arranged so that application of this
new constraint automatically removes any previous constraints on q(MT+1). Real heights are then
recalculated. Check (iv) is iterated (a maximum of 10 times) lowering the starting height until each
final real-height step corresponds to a mean gradient of greater than 2.0 km/MHz.

The above checks take place automatically, adjusting the start solution to obtain a result
giving the best (least-squares) match with the given data, subject to the requirement of a physically
reasonable profile in both the observed and unobserved regions. With good data correctly scaled, the
first direct solution of the virtual-height equations seldom requires any adjustment. With poor data
the calculated profile is not well-defined; this is indicated by a large value for the RMS virtual-
height fitting error DEVN. The adjustments necessary to obtain a physically meaningful profile then
cause little increase in DEVN, so that the final result represents an almost equally good mathematical
solution of the given data.

A physically acceptable profile is always demanded in the observed region at FN > fmin. On
rare occasions the initial least-squares solution is physically impossible in the unobserved region,
but is well-defined in the sense that any changes cause a large increase in the fit parameter DEVN.
This implies that the true distribution of underlying ionisation involves large gradient changes just
below fmin. These cannot be adequately modelled by a monotonic two-parameter distribution (Section
8.5.2). This case is allowed for by examining the increase in DEVN caused by an application of

constraint (ii). If DEVN dincreases by more than 25% when the slab thickness is set to zero, the
constraint is removed to allow a negative value of q{MT). Real heights in the unseen region then
decrease from 0.3fmin to 0.6fmin, and increase rapidly at FN > 0.6fmin. Real heights in the

observed range (FN > fmin) are calculated using this unphysical variation of unseen ionisation.

The true calculated start parameters, with a negative value for SLAB, are listed by POLAN. To avoid
upsetting operators or plotting routines, however, the final real-height and frequency arrays returned
by POLAN are modified to a monotonic variation with the same total electron content. This entails
replacing the initial points by a flat base, extending up to a plasma frequency slightly greater than
the original starting frequency FA (as in the example of Fig. 12).

POLAN normally lists only the final start, valley and peak parameters. When the input parameter
LIST is non-zero, additional information is printed as detailed in Section 10.3.2. This includes the
initial parameters q, any adjustments made (in checks (i) to (v) above), the reason for the
adjustment and the resulting increase in DEVN. Thus with poor data, for which the best mathematical
solution is physically undesirable, we get an overall best-guess solution and a listing of the
adjustments which have been made. If these adjustments are large, the possibility of scaling errors
should be examined.

8.4.3 Examples

Note that all the calculations described within Section 8 are made without including the
physical constraints of Section 8.4.1 in the least-squares solution; thus the variations shown in
Figs. 12 and 13 have not been restricted by any assumptions about the expected size of the starting
correction.

(a) Using accurate data.

0f the calculations described in Section 8.2.2, only analysis of the difficult model 3B with
fmin < 1.1 MHz gives unphysical start parameters. The extreme case occurs at dip 70° and is shown in
Fig. 12. Direct application of the slab start calculation gives the variation shown by the continuous
line. This attempts to simulate peak retardation by giving the maximum amount of high density
jonisation (compatible with a smooth polynomial variation down to 0.6 MHz}, plus a Targe negative
amount of ionisation at FN < 0.6 MHz. The result fits 0 and X virtual-height data to well within
experimental error, and gives good accuracy in the observed region, as shown by the "direct" results
in Table 6.

TABLE 6. Results from the slab start calculation of Figure 12, where “Direct”
results are plotted as a continuous line and “Adjusted" results as a broken Tine.

Virtual-height Real-height error at f =
Analysis q(MT) error DEVN 1.0 1.2 1.5 2.0 MHz
Direct -310 0.07 -0.42 -0.32 -0.23 -0.13 km
Adjusted 0 0.34 +3.07 +0.12 -0.43 -0.65 km
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Figure 12. The test profile 3B (heavy line) analysed at dip 70°, using O and X-ray
data at intervals.of 0.1 MHz in FN from fmin = 1.0 MHz. The fine line is the direct
result of a 'slab start’ calculation. Imposing physical constraints on this result
gives the broken-line variation.
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Figure 13. Analysis of ionogram data at a dip angle of 57°, using a too-small value of the gyro-
frequency FH. The horizontal scale is proportional to FN2. Profile A is the first result of the
start calculation. Automatic corrections for initial gradient and start offset produce B and C.
ETimination of negative gradients then gives E, where the calculated real heights are marked +.
Analysis using the correct value of FH, with (automatic) rejection of the fifth O-ray point from
the start calculation, gives the profile F which fits all virtual heights to within 1 km.
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The calculated parameter q(MT), giving the thickness of the low-density slab, has a physically
impossible negative value in the first calculation. POLAN then automatically adjusts the solution so
that q{MT) is zero, giving the broken-line profile in Fig. 12. As shown by the bottom line of Table
6, this appreciably increases the real-height errors and considerably increases the virtual-height
fitting error DEVN. The Tatter effect shows that the original unphysical profile was not an il11-
defined solution, but a genuine (and worthwhile) attempt to cope with a difficult distribution of
underlying ionisation. The constraint g{(MT) = 0 1is therefore removed, and the original solution
accepted. The start constants are listed as:-

"START CORRECTION = -289 km, SLAB = -310 km".

Data in the real-height array are, however, modified as shown by the dotted Tine in Fig. 12. This
gives a flat base with a height and plasma frequency (0.67 MHz) calculated to give the same total
electron content as the original (continuous line) calculation.

(b) With bad data.

Common data errors, and the resulting treatment, are illustrated in Fig. 13. Circles and crosses
show 0 and X ray data, scaled from a Canberra jonogram, plotted against the plasma frequency at
reflection. This was done using the given ground value of FH (1.52 MHz) extrapolated to 140 km. The
main data error is immediately apparent; while the 0 ray shows considerable cusp retardation at 3.5
MHz, the corresponding X-ray cusp occurs at a considerably higher plasma frequency. Thus the value of
FH is incorrect. The "ground" value of 1.52 is in fact the E-region value. Allowance for this error
moves the X-ray points down (in plasma frequency) as shown by the dotted Tine, so that they become
compatible with the 0 data; direct analysis then gives the profile F shown by the fine line.

A second error in the data of Fig. 13 is the scaling of only three O-ray points before cusp
retardation becomes important. This violates condition (iv) of 8.5.3.

A normal start calculation (with POLAN Mode 5) uses 5 values of h'y, and the conditions of
Section 8.2.3 include all 4 values of h'y 1in Fig. 13. Direct formulation and solution of the
virtual-height equations gives the real-height curve A (plotted on a reduced scale). Application of
check (i) above sets q(l) = 2.0 km/MHz giving curve B. Check (iii) reduces the starting height
of the polynomial to give curve C. Application of these two checks in the reverse order would give D;
a worse result than C since imposition of check (iii) removes the initial negative gradient, and q(1)
is not set equal to 2.0. In the considerable change from A to C or D the virtual-height fitting
error DEVN increases by only 20% (from 2.9 to 3.5 km) showing that the original highly distorted
profile was not well-defined.

Curve C is further adjusted downwards by condition (iv) above to give the result E. This
increases the virtual-height fitting error by a further 30%, and gives (with no operator intervention)
a reasonable result from very bad data. The final downwards adjustment of the polynomial starting
point (HA,FA) has produced a physically impossible height increase at Tower frequencies. This is
well below the observed part of the profile, and has been required to cope with the (physically
impossible) data. It is therefore not deleted from the mathematical solution, which is used to
calculate following heights. The final output arrays are, however, adjusted as shown by the dotted
line to give a more usable variation at low frequencies (as in 8.4.1).

The current version of POLAN checks the mean gradient dh'/dFN corresponding to the highest two
frequencies used in a start calculation. If this gradient exceeds 200 km/MHz, the last point is
rejected (Section 8.2.3). With the data of Fig. 13 this automatic check limits the start calculation
to four O-rays and three X-rays. Analysis with the incorrect value of FH then gives a result which is
appreciably more acceptable in the unseen region. In addition, inclusion of the physical constraints
described in Section 8.4.1 greatly reduces unphysical variations of the type shown in Fig. 13.

8.5 The Choice of Scaling Frequencies

Corrections for underlying jonisation are based on the difference h'y - h'y for 0 and X
rays reflected at approximately the same plasma frequency FR. A first order correction for delay
in the underlying region is often all that can be reliably obtained. In this case only a single
value of h'y 1is necessary. Provided the profile is not changing rapidly near fmin, and there
are no underlying peaks with plasma densities greater than about 0.7fmin, this single measurement
is sufficient to determine the overall effect of the low-density ionisation. Scaling of additional
points then contributes 1ittle to the theoretical accuracy, but will help to minimise the effects of
experimental errors.
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With difficult ionograms (as in 8.5.2 below) accurate results must use two parameters for the
underlying ionisation. This requires a minimum of two scaled values of h'y, which define the rate
at which h'y - h'y changes with frequency. To determine this change accurately, measurements must
cover a minimum frequency range of about 0.2 Mhz. The difference h'y - h'g due to underlying
jonisation decreases rapidly with increasing frequency, so that use of a frequency range greater than
0.7 Mhz adds little information about the unseen region, and has the disadvantage of including greater
variations in the gradient at reflection.

The test models 3A and 3B used previously are derived from real data and represent the two basic
types of underlying profile. They are therefore appropriate for investigating the effect of different
scaling rules. Model 3A gives slowly-varying virtual heights near fmin, as considered in 8.5.1. For
model 3B the virtual heights increase rapidly at Tow frequencies, and scaling rules for this case are
discussed in Section 8.5.2. Recommended scaling rules derived from these and other tests, and from
the studies of Appendix B, are summarised in Section 10.4.

8.5.1 Ionograms with h' varying slowly near fmin

Using either the polynomial start (Section 8.6.1) or the slab start in POLAN, calculated real
heights for model 3A are accurate to within about 0.1 km for all dip angles and for values of fmin
from about 0.8 to 2.5 MHz. This is shown, for representative Tow and high dip angles, in Fig. 1l.
The virtual-height data are fitted with an RMS error of less than 5 metres over the above range of
fmin and for most reasonable scaling intervals. Results are then limited by experimental accuracy,
and scaling requirements are: (i) use data at the lowest available frequencies, where h'y ~ h'y s
greatest, and (ii) use a frequency interval Af sufficiently large that successive scalings
represent essentially independent measurements.

O-ray data are normally scaled at a frequency interval af of about 0.1 MHz. When the trace is
irregular or ill-defined, additional points should be scaled in the range from fmin to fmin + 0.4
MHz. Such points are automatically included in a start calculation by POLAN, without any increase in
the degree of the fitted polynomial, to give increased smoothing of random errors (Section 8.2.3).
Scaling intervals less than 0.1 MHz are also used (throughout the ionogram) whenever maximum accuracy
is required regardless of scaling and computer time. Such data would usually be analysed using
MODE > 5 in POLAN to give additional point-to-point smoothing of the data. On some occasions small
initial values of A are required to obtain at least 5 virtual heights before the retardation due to
an observed cusp or peak becomes appreciable; this is discussed in Section 8.2.3.

With slowly-varying virtual heights, scaling 3 to 5 X-ray points is adequate. The plasma
frequencies at reflection (FRy) for these points should conform to one or both of the relations

FRy < fmin + 0.45 MHz (27a)
or FRy < FM +0.05 MHz (27b)

where fmin and FM are the frequencies of the first and fifth scaled 0 rays. Thus X-ray data
should normally begin at a wave frequency fy within 1 MHz of fmin. As with the 0 ray, only points
well below observed cusps or peaks should be included.

Occasionally X-ray traces will be observed only at FRy > fmin + 0.45 MHz. About three points
are then scaled, at intervals of 0.05 to 0.1 MHz from the lowest usable frequency. A careful
operator will also increase the frequency interval for the scaled O-ray points, so that FM satisfies
(27b). If this is not done, however, POLAN will automatically include additional O-ray points in the
start calculation until the highest O-ray frequency (FM) is greater than the first value of FRy. All
X rays with FRy > FM + 0.05 are then accepted. This automatic adjustment brings at Teast one, and
generally 2 or 3, X-ray points into the range of the start calculation.

8.5.2. lonograms with h' increasing near fmin

The occurrence of a large, rapid increase in group retardation for both the 0 and X rays near
fmin indicates the presence of an underlying peak, with a critical frequency FCg exceeding about
0.8fmin. In the equivalent monotonic profile this corresponds to an abrupt change from a small to an
infinite value of dh/dFN. The assumption of a smoothly-changing gradient befow fmin is therefore
violated, and additional parameters must be introduced if this part of the trace is to be analysed.

If the underlying critical frequency FCg is greater than about 0.9fmin, observed 0 and X
traces near fmin are highly retarded. Analysis of these sections could yield information on the
density and thickness of the peak. However the situation is essentially the same as that described by
Lobb and Titheridge (1977a) in connection with "restart" calculations above an E/F layer valley. The
use of data at frequencies within 0.1 MHz of foE gives increased errors in the calculated F-Tayer
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heights, unless the value of foE is known to within 1%. This precision is barely obtainable when
E-layer virtual heights are observed; it is quite unobtainable when fokE < fmin. Traces which are
highly retarded by the presence of an underlying peak should therefore not be included; whatever the
method of analysis, uncertainties in the critical frequency of this unseen peak will decrease the
overall reliability. X-ray data at low frequencies can also be unreliable because of errors in the
assumed value of the gyrofrequency.

A large amount of fonisation with FN just less than fmin causes h'y, in particular, to become
very large at the lowest observed frequencies. Several different approaches could be adopted to the
scaling of such records.

(a) Use normal procedures, scaling at a frequency interval of about 0.1 MHz from fmin.
(b) Include additional values of h'y to define the variation near fmin more accurately.

(c) Use smaller frequency intervals Af for both 0 and X rays, to define the initial retarded traces
accurately.

(d) Use increased values of Af so that results depend more on the overall shape of the virtual
height curves, and less on the detailed variation of retardation at Tow frequencies.

{e) Omit the initial, highly-retarded values of h'y, which depend primarily on the parameters of the
underlying peak. Retain all O-ray data, since this js less affected by underlying retardation
and relates more directly to the real-height gradients near reflection.

(f) Retain low frequency X-ray data, which is more directly related to the unseen ionisation, but
omit the O-ray data which contains a mixture of underlying and reflection-gradient effects.

{(g) Omit initial sections of both 0 and X traces.

The test model 3B of Fig. 11, analysed from fmin = 1.0, provides a realistic example of the most
difficult type of profile. The relative contributions to h'y and h'y of different parts of an
underlying profile change appreciably from low to high dip angles (Appendix B.1). Calculations using
model 3B at dip angles of 20° and 70° therefore provide a reasonable basis for comparing the overall
merits of different scaling procedures.

Figure 14 shows the virtual-height curves for model 3B, at the two dip angles, on a logarithmic
frequency scale from 0.9 to 2.7 MHz. Points corresponding to virtual-height gradients of 100, 200 and
500 km/MHz are labelled. Broken lines show the values of h'y plotted against the plasma frequency
at reflection (FR). 42 different sets of accurate virtual-height data were calculated from model 3B,
corresponding to different scaling rules. Each set was analysed by the normal Mode 5 slab start in
POLAN, using five O-ray points. Thus the check in POLAN which includes additional points if the
fitted range is less than 0.4 MHz (Section 8.2.2) was disabled to show directly the effects of
changing f. The physical conditions of Section 8.4.1 were also omitted. Conclusions from different
groupings of the calculations are summarised in (i) to (iv) below.

(i) For the first group of results FRmin was constant at 1.0 MHz, and a different (fixed) value of Af
was used for each calculation. The real-height errors Dh vary smoothly above 1.0 MHz. Results are
summarised in Table 7 in the form Dhy (DEVN), where Dhp 1is the real-height error at 2.0 MHz and
DEVN 1is the RMS error with which the virtual-height data is fitted.

The real-height errors increase considerably at small and large values of Af, and are a minimum
nearF = 0.1 MHz. The sign of the errors changes from 20° to 70° because of the dip angle
variations discussed in Appendix B.1. DEVN also has a minimum, giving the most stable and accurately-
defined solution, for intervals near 0.1 MHz. At the smallest frequency intervals DEVN tends to zero
since the length of the fitted profile segment tends to zero, and accuracy degenerates to that of a
one-point fit; thus Dh increases, even although DEVN is small, whenAf gets too small. A frequency
interval Af of about 0.1 MHz therefore appears optimum, when a fixed number of points (5 for each ray)
is scaled from the lowest observed frequencies. Even with precise data, errors increase if we use
small scaling intervals to define accurately a small section of the highly retarded trace near fmin.
With practical data the errors will increase even more. Use of a large fitting range gives too large
a mixture of underlying retardation and reflection gradient variations, and accuracy is again reduced.
These considerations rule out approaches (c) and (d) above.

TABLE 7. Real-height errors Dhp, and the RMS virtual-height fitting errors (DEVN)
using a fixed minimum plasma frequency of 1.0 MHz for both 0 and X rays.

Scaling Interval Af = .05 .07 .10 .14 .20 MHz

DIP 20:  Dhp (DEVN)

i)

+.90 (.03) -.29 (.04) +.23 (.01) -.29 (.02) -.46 (.06) km

n

DIP 70:  Dhp (DEVN) -4.4 (.04) 1.23 (.23) -.13 (.07) 2.54 (.22) 5.49 (.42) km
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Figure 14. Virtual heights for the ordinary and extraordinary rays, calculated
using the model profile 3B, at dip angles of 20° and 70°.

(1) The second group of calculations used a few closely spaced points near FRmin, with Af = 0.1 MHz
at higher frequencies. This scaling attempts to maintain approximately constant virtual-height
changes between data points, giving both adequate detail in the retarded sections and a reasonable
overall freguency range. Results show an overall increase in both DEVN and Dh as additional points
are added, at FRmin = 1.0 and at FRmin = 1.2. Thus approach (b) above does not help.

(ii1) Omitting the largest virtual height (the X-ray point at FR = 1 MHz) gives good results at dip
20°, and bad at dip 70°. Increasing FRmin to 1.1 MHz for both 0 and X rays gives results which are
less dependent on Af. Omission of the next X-ray point, at FR = 1.1 MHz, makes things worse again.
Thus approach {e) above, where only the largest {X-ray) virtual heights are omitted, is incorrect.

(iv) Increasing the minimum scaled frequency for both 0 and X rays, and retaining a constant frequency
interval Af of 0.1 MHz, gives the results summarised in Table 8. With FRmin = 0.9 we see clearly
the bad effect of including a greatly retarded trace (which would not normally be visible). Increasing
FRmin above 1.0 MHz gives a general increase in accuracy at dip 20°, and 1ittle overall change at 70°.
The virtual-height fitting error DEVN does, however, decrease considerably at both dip angles. This
indicates a well-defined, stable solution which is not sensitive to changes inAf.

It should be noted that, with accurate data and an accurate analysis procedure, there is NO loss
of real-height accuracy (in the cbserved region) for values of FRmin up to 1.5 MHz. At higher
frequencies, however, the difference between the group retardations of the 0 and X components
decreases and results are limited by experimental errors in h'y - h'g.

TABLE 8. Real-height errors Dh at 2.0 MHz, and the virtual-height fitting errors
{DEVN, in brackets) for calculations using different minimum plasma
frequencies FRmin, withAf = 0.1 MHz.

FRmin = 0.9 1.0 1.1 1.2 1.5 2.0 MHz
DIP 20: 3.11 (20) .23 (.01) -.08 (.01) -.22 (.00) .00 (.00) .07 (.00) km
DIP 70: -3.49 (.59) -.13 (.07) 1.18 (.02) .81 (.02) .54 (.01) ~.80 (.01) km
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We conclude that Tow-frequency points should be omitted when (and only when) they show
retardation effects increasing rapidly towards low frequencies. Scaling rules are of importance
primarily with difficult data - of which the model 3B analysed above is a good example. For this
model, virtual-height data are best omitted at frequencies below about 1.3 MHz. The curves of Fig. 14
show & gradient dh'/dFN of -200 km/MHz for the X ray at this frequency, at both dip angles. This
gradient is therefore adopted as defining the lowest frequency at which X-ray data should be scaled.
Gradients are generally less for the 0 ray. O0-ray data should, nevertheless, not be scaled to
appreciably lower plasma frequencies than the X-ray data. This has been shown in the discussion under
(i11) above, and is also seen in other results. Using FRmin = 1.2 MHz for the X ray, addition of an

O-ray data point at 1.1 MHz increases the errors by a factor of 1.7 at dip 20° and a factor of 6.9 at
dip 70°.

8.6 Other Start Procedures

8.6.1 The polynomial start in POLAN

A simple procedure for including jonisation with FN < fmin is to start the first real-height
polynomial from some frequency fg (typically about 0.5 MHz) which is well below fmin. No other
changes in the normal analysis of Section 5 are required, apart from the addition of a constant term
to equation (9) to allow calculation of the starting height hg at the frequency fg. The result
is a single analytic expression describing the ionisation from FN = fg wup to the highest frequency
FM used in the start calculation. This procedure is requested by using a negative value for the

parameter START in POLAN. The absolute value of START specifies the mean field height, as described
in Appendix C.5.

The broken lines in Fig. 15 show the real heights obtained by the polynomial start procedure with
fg = 0.5 Miz and fmin equal to the common value of 1.5 MHz. In the observed region ( FN > fmin )
the accuracy is good. In the unobserved range the calculated polynomial cannot be expected to follow
the true profile closely. It does, however, give approximately correct values for the total amount
of underlying ionisation and for the gradient at fmin. As has been shown (Section 8.1) these two
quantities contain all that can normally be determined about the underlying ionisation.
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Figure 15. Polynomial start results for two model profiles. The virtual heights h'y,
and h'y are plotted as a function of the plasma frequency at reflection, for a dip
angle I of 20°. Real heights calculated from fmin = 1.0, 1.5 and 2.0 MHz are shown as
circles, broken Tines and triangles respectively. Corresponding results at I = 70°
are shown by solid dots, continuous 1ines and solid triangles.
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Circles and triangles are used in Fig. 15 to show the virtual-height data used, and the
calculated real heights, for values of fmin equal to 1.0 and 2.0 MHz respectively. Data points
are used at a fixed interval of 0.1 MHz in FN. The RMS errors with which the calculated start
polynomials fit the virtual-height data, and the real-height errors at 3 fixed frequencies, are given
in Table 9 using three values of fmin for each model. At a dip angle of 20°, 5 of the 6 calculated
profiles are accurate to within 0.1 km at frequencies above 1.5 MHz, and match the given virtual
height data to within a few metres. At 70° dip angle the real-height errors increase to about 0.5 km
- again with the exception of model 3B analysed from 1.0 MHz.

Table 9 shows that in all cases the accuracy at a given frequency increases as fmin is increased,
from 1.0 to 1.5 to 2.0 MHz. This occurs because the assumption of a simple distribution for the
underlying ionisation, with no large fluctuations in gradient at 0.7fmin < FN < fmin, becomes
progressively more accurate. The one unacceptable result is the high dip angle analysis of model 3B
from fmin = 1.0 MHz. In this case the underlying jonisation has a broad peak with FN exceeding
0.8fmin. This violates the basic assumption that the underlying ionisation can be represented by a
smooth variation of dh/dFN at FN > 0.7fmin. The single-polynomial representation is unable to
produce the sharp corner required, just below fmin, to match the test profile. The occurrence of this
condition is clearly signaled by the rapid increase of the X-ray virtual height near fmin, showing
that a higher value of fmin should be used (Section 8.5.2). -

The polynomial start provides a single analytic expression extending from the beginning of the
real-height profile, at (hg,fg), to above fmin. It gives reliable results with good accuracy under
most conditions, and reasonable results under all conditions (when physical constraints are applied,
as in Section 8.4, to avoid implausible results due to bad data). However, as shown in Section 8.1,
not more than two {or occasionally three) independent parameters relating to the underlying ionisation
can normally be found. So for reliable and consistent results it is preferable to use only two or
three variables below fmin. A polynomial start used with the normal mode 5 analysis in POLAN fits an
8-term polynomial to 5 O-ray and 5 X-ray data points. The effective number of free parameters below
fmin is difficult to define, and does not appear constant. Calculated profiles suggest up to 4
effective variables in this region on occasion. The slab start model is therefore the preferred
procedure in POLAN. However, the continuously varying gradient of the polynomial start is desirable
for some work. In this case the parameter START in POLAN is made negative (less than -1.0). For
1.0 < {-START) < 3.0, the calculated start profile is of the form illustrated in Fig. 15 with
fs = (-START)-1 MHz and an additional real height calculated at a frequency of 0.5(fg *+ fmin).

If the value of START is less than -3.0, POLAN uses a polynomial start from the frequency fg used
for the normal O-ray start.

TABLE 9. Polynomial start results. The RMS deviation in the virtual-height fitting error
(DEVN), and the calculated real-height errors at 1.5, 2.0 and 2.5 MHz, resulting from
analysis of the two test profiles using fg = 0.5 MHz.

‘ Errors at 20° dip angle Errors at 700 dip angle
MODEL  fmin DEYN 1.5 2.0 2.5 DEVN 1.5 2.0 2.5 MHz
3A 1.0 MHz 0.01 0.12 0.10 0.08 0.03 -1.01 -0.68 -0.51 km
1.5 0.00 0.05 0.06 0.03 0.00 -0.46 -0.30 -0.23
2.0 0.00 0.01 0.03 0.04 0.00 -0.21 -0.18 -0.13
3B 1.0 MHz 0.04 -0.75 -0.77 -0.69 0.40 9.58 6.34 4.64 km
1.5 0.00 -0.02 -0.05 -0.04 0.00 0.79 0.52 0.32
2.0 0.00 -0.15 0.03 0.04 0.00 -0.38 -0.16 -0.11

8.6.2 The single-point starting correction in SPOLAN

The ordinary ray analysis (Section 6) uses an artificial starting point (hg,fs), at a
frequency fg which is nominally 0.5 MHz but constrained to 1ie between 0.35 and 0.6 times fmin.
The calculated profile then includes enough of the "low-density" region at FN < 0.7fmin to represent
adequately any reasonable amount of low-density ionisation. When only O rays are available, the
starting height hg 1is obtained from synoptic models. A single X-ray measurement may however be
used to determine "hg such that an approximately correct allowance is made for both the total amount
of underlying ionisation and the ionisation gradient near fmin (Titheridge, 1975b).
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The single-point correction is invoked in SPOLAN by providing (h'y,-fx) as the first point in
the input data. The negative frequency is used to denote an X-ray measurement. SPOLAN then
calculates the starting height hg and sets (hg,fs) as the first data point. This is followed by
an additional point (h'y,Ty), where fo = 1/2(fg + fmin) and h'g = h'min. The correct value of
hs is obtained from the relation

hg = h'min - C.(FH/fs)(h'y - h'min) (28)
where

C = A + Bcos (0.0411 - 0.25) (29)

A = -0.265 + 0.19(fmin/FH) + 1.08(fmin/FH)2

B = 1.40 - 2.80(fmin/FH) + 1.47(fmin/FH)2

and the dip angle I 1is in degrees.

When group retardation near fmin is caused primarily by Tow-density ionisation, h'y does not
vary rapidly with frequency and the precise value of fx 1s not important. To allow in addition for
gradients near fmin, the value of fx must correspond to a plasma frequency FNy = fmin + DF where
the value of DF is obtained from Table 10. For given values of FH and I, this Table is used to
determine DF as a function of fmin. The frequencies fx at which h'y is scaled are then
determined from the normal relation

fx = (FNZ + FH2/4)0.5 + Fs2 (30a)
where FN = fmin + DF. (30b)

For best accuracy the above correspondence between fx and fmin should be maintained. This is
generally straightforward since night-time X-ray traces commonly extend to a lower plasma frequency
{although a higher wave frequency) than for the O-ray. When an X trace does not continue down to
the desired scaling frequency fy, we may (i) extrapolate the observed trace down to fy, or
(i) scale the lowest observed frequency, as fy, and commence 0O-ray scalings from the corresponding
value of fmin.

Procedure (1) is appropriate when the X trace varies smoothly and the extrapolation required is
not unreasonable. When h'y 1is beginning to increase rapidiy at the lowest frequencies, approach
(i1) should be used. 1In many cases a compromise is adopted: h'y is extrapolated as far as seems
safe, and 0 rays are scaled from the corresponding value of fmin given (in accordance with (30)) by

fmin = (fy (fy - FH) )2 - DF. (31)

When h'y begins to increase rapidly at low frequencies, and disappears (through absorption) before
reaching the value of fx required by (30), some available 0-ray data are ignored. However, it is
shown in Section 8.5.2 that scaling of virtual heights which are strongly affected by the presence of
an underlying peak does not increase the accuracy of calculated real heights in the observed range.

Calculated real heights with and without the single-point correction are shown by the lower and
upper dotted lines in Fig. 16. In the unobserved region at FN < fmin the corrected profile may bear
Tittle resemblance to the true variation. The total electron content of this region is reproduced
reasonably well, however, so that the F layer heights are obtained with good accuracy. Note that
while the upper curves in Fig. 16 show the complete virtual-height traces for the X ray (plotted as a
function of the plasma frequency at reflection), only the single value marked by a cross is used in
the analysis. The calculated profile continues smoothly below fmin, with a monotonically increasing
gradient, down to the starting frequency fg. The result has approximately the correct values for
the total electron content and for the gradient near fmin, and agrees exactly with all the given QO-ray
data and with the single X-ray measurement.

TABLE 10. The frequency shift DF/FH required to determine the extraordinary ray
frequency f, in equation (30).

Dip angle I = 5 20 30 40 50 60 70 80°
fmin = FH -0.032  -0.026 -0.013 0.020 0.077 0.162 0.256 0.355
fmin = (7/6)FH -0.078 -0.054 -0.016 0.048 0.134 0.233 0.329 0.401
fmin = (8/6)FH -0.115 -0.075 -0.016 0.071 0.174 0.281 0.379 0.444
fmin = (9/6)FH -0.145 -0.088 -0.011 0.092 0.205 0.317 0.413 0.480
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Figure 16. Analysis of the two basic types of start profile, at a dip angle of 70°.

Upper dotted lines show the result of a direct O-ray analysis from fmin = FH = 1.2 MHz.
The Jower dotted lines are obtained using the single-point procedure in SPOLAN, with a

starting frequency fg of 0.6 MHz.
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9. VALLEY CALCULATIONS USING EXTRAORDINARY RAY DATA
9.1 Introduction

Cusp type discontinuities on an ionogram are normally caused by a peak or local maximum in the
electron-density profile. Reflections are not obtained from the region of decreased density above
a peak, so that there is an unobserved region (called a valley) between observed ionospheric layers.
The width of the valley is the height range over which the plasma frequency is Tess than the value at
the underlying peak. The valley depth gives a measure of the amount by which the plasma frequency in
the valley is less than the peak value. For accurate calculations of the real heights at higher
frequencies we need to know the width and depth of the valley, and (when the valley depth is not
small) the approximate shape of the profile in the valley region. There is no analytic procedure
which can obtain this information from a singie h'(f) trace. When only ordinary ray data are
available we must therefore use some model for the valley region, as discussed in Section 7.

When both ordinary and extraordinary ray data are available at frequencies slightly above the
critical frequency of the lower layer, some information about the valley can be obtained from an
ionogram. In theory, and neglecting the variation of gyrofrequency with height, corresponding
sections of the two traces (i.e. sections corresponding to the same range of plasma frequencies at
reflection) can be used to determine exactly the effect of the valley. Such an exact solution would
give the true heights for the upper layer, and all moments of the fonisation in the valley. In
practice, however, only one or two valley parameters can be determined. This is similar to the
problem in defining the underlying ionisation at the start of an analysis, as discussed in Section
8.1. Additional problems appear at dip angles near 30°, where only a single parameter can be
determined, and at dip angles near 35° where practical X-ray calculations become almost impossible
(Appendix B.2).

With the accuracy of current jonosondes only one parameter can normally be determined (Lobb and
Titheridge, 1977a). Attempts to determine additional parameters do not yield any increase in accuracy
and have two undesirable consequences.

(1) Using a given amount of data, additional valley information is obtained basically by placing
additional constraints on the observed part of the profile. This generally gives a less
satisfactory solution, with an unphysical valley distribution and (if the total number of
parameters being determined is held constant) an increase in the RMS error with which the
virtual heights are fitted.

{2) Too much flexibility in the unobserved (and therefore il1-defined) valley region leads to less
stability in the solution. Small changes in any of the data points, changes in the number of
data points used in the valley solution, or changes in the total number of parameters determined,
can then cause large variations in the calculated real heights in the observed region.

Both effects have been demonstrated in Section 8 when considering the starting problem; use of
the two-parameter slab start in place of the more flexible polynomial start gives an improvement in
the accuracy with which the virtual heights are fitted, and halves the variation in the calculated
heights between different modes of analysis. In valley calculations using practical ionograms,
different assumptions about the valley shape give calculated widths varying by about 15% (Titheridge,
1959b and later calculations). Errors in the caleulated F-region heights are a similar percentage of
the uncorrected error. Thus only a one-parameter valley calculation is normally feasible, and this
reduces the errors in calculated F-Tayer heights by a factor of about 5. For most work, optimum
accuracy and reliability are achieved by the use of a fixed but reasonably sophisticated model for
the valley shape.

The parameter of most importance in valley calculations is the width of the valley. This should
therefore be the single parameter which is determined. For optimum results the valley model should
define reasonable values for other parameters which affect the overall group retardation; these are
the curvature above the peak of the lTower layer, the mean electron density in the valley, and the
electron density gradient at the upper edge of the valley. The profile obtained will then be
physically reasonable in all important aspects. The one-parameter analysis selects one of a single
family of valleys, of similar shape but differing in width. This family is based on the "Standard
Valley" used in ordinary-ray analysis and described in Section 7.2. A wide range of different forms
for the valley region can be obtained, if required for particular studies, by suitable choice of the
input parameter VALLEY as described in Section 10.2.

Calculations using a single polynomial representation for the upper part of the valley and the
Tower part of the F layer give more variable results, because of the greater variability which is
possible in the unobserved valley region. The same problem arises if the valley region is represented
by a number of parabolic sections of arbitrary gradient and curvature (as in Howe and McKinnis, 1967);
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this gives physically impossible valley distributions in most cases, with unacceptable errors in the
calculated real heights at higher frequencies. At the other extreme use of a simple triangular valley
(as in the simplified program SPOLAN) is found to give good results under most conditions but, since
it does not provide a realistic amount of group retardation, is less accurate if virtual-height data
are used at frequencies within about 0.05 MHz of the critical frequency of the lower layer.

9.2 The Normal Analysis - Calculation of Valley Width.

The model adopted for the valley shape is shown in Fig. 17. For a given valley depth the
real-height profile in the valley region is defined by three sections:

(i) A parabolic section extending from the peak of the lower layer to the depth VDEPTH. Tiis
section has a scale height 40% greater than that calculated from the virtual-height data for
the lower layer. The parabolic section covers a height interval PARHT which depends only
on VDEPTH and the scale height (as described in Section 7.2).

(ii) A slab of ionisation with a constant plasma frequency FC-VDEPTH extending over a height range
0.6q(JdM), where q(JM) = VWIDTH - PARHT.

(iii) A section in which the electron density increases Jinearly with height (and FN increases from
FC-VDEPTH to FC) in a distance 0.4q{JM).

For an E layer with HMAX = 120 km, the standard valley used in the absence of X-ray data has
an overall width of 20 km and a depth of 0.08 MHz. This is described in Section 7, and shown by the
thick line in Fig. 17. For wider valleys the depth is increased to maintain a reasonable shape for
the valley region. At small values of VWIDTH the depth is varied as (VWIDTH)Z, while for larger
widths the depth becomes proportional to width (as described in Section 7.2). This gives acceptable
values for both the mean depth and the gradient dFN/dh at the top of the valley, and provides a
single family of standard valleys as shown in Fig. 17.
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Figure 17. The shape of the standard valley, for different values of the single parameter
VWIDTH. The dotted line shows a possible form for the true variation of plasma frequency
with height in an E-F valley; this will give (very closely) the same virtual heights as
the solid line model. A to D show the four points which are added to the calculated real

height data, to define the valley region.
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The models in Fig. 17 are a reasonable match to the valleys obtained by superposing two Chapman
layers, and give similar gradients at the top of the valley. The valley depths are slightly less than
those obtained with superposed Chapman layers; however the Chapman models allow for only two distinct
production mechanisms with no other ionisation sources acting between the layers. Back-scatter
measurements suggest that the valley profile is rarely a simple curve with a single minimum, and may
generally be closer to the flat-bottomed shape given by the continuous lines in Fig. 17.

A least-squares calculation of valley width is possible only if the valley depth VDEPTH is first
specified. An iterative procedure is therefore required, to maintain the fixed relation between
valley depth and valley width. Calculations start by assuming VWIDTH = HMAX/2-40 km, where HMAX
is the height of the underlying peak (as in Section 7.2). The corresponding depth is obtained from

VDEPTH 0.008 VWIDTHZ/(ZO + VWIDTH) MHz (14a)
followed by

VDEPTH

1]

VDEPTH.FC/(VDEPTH + FC) (14b)

to ensure that the depth remains less than the critical frequency FC of the lower layer. Polynomial
coefficients can then be calculated, and a least-squares analysis used to determine the value of
VWIDTH which gives the best fit to the ordinary and extraordinary ray virtual-height data. A revised
estimate of the depth is then obtained from the above relations, and the analysis repeated to obtain a
new value of VWIDTH. Virtual heights depend primarily on the width of the valley, so the calculated
width changes by only about 10% (in a typical case) for an increase of four times in the assumed
depth. Thus a third calculation, after a second adjustment of the valley depth using (14), is
sufficiently accurate to be used as the final result.

At each stage of the calculation the RMS fitting error, between the given virtual-height data and
the virtual heights corresponding to the calculated profile, is obtained. If in the second or third
calculation this error shows a significant increase, the previous calculation is adopted as the
correct answer. This check will, for instance, prevent the valley depth from being increased above
0.05 MHz when analysing data corresponding to a wide but abnormally shallow valley. A "significant"
increase in the error parameter DEVN 1is currently defined in POLAN to be an increase of more than
10%. Smaller increases commonly result from inaccuracies in the data, and do not provide a
sufficiently clear indication to Justify departures from the normal valley shape.

For each assumed depth, the calculation of valley width proceeds as follows. The real-height
profile for the bottom of the upper Tayer is defined by a polynomial which includes a constant term,
giving

NT .
h-HA = 2 q(3). (FN-FA)Y  + q(JM) where aM = NT+1.
J:

The origin for this polynomial is at FA = FC and HA = HMAX+PARHT. The virtual-height equations of
Section 4.2 then become

JM
h"(k+i) - HA = .21 q(3).B(i.3)
j=

where B(i,JM) gives the delay for a valley section (B to D in Fig. 17) of unit thickness. The
least-squares solution of these equations, which include both ordinary and extraordinary ray
frequencies, gives (i) the normal parameters q(l) to q(NT), which define the polynomial section
at FN > FC, and (ii) the value of q(JM) which raises the starting height of the polynomial.

Results obtained depend sensitively on the value of the gyrofrequency FB used in the
calculation, since this affects not only the values of p' but also the plasma densities at which the
extraordinary rays are reflected. For calculating the delay in the valley region, the gyrofrequency
at the height HMAX is used. If NX is the number of X-ray virtual heights employed in the analysis,
the gyrofrequency used when integrating W' over the upper polynomial section corresponds to the
height of reflection of the ray number 1 + NX/3. This height FHHT is the height of reflection of
the first X-ray if NX = 1 or 2, the second X-ray for NX = 3, 4 or 5, and so on. The correct value
of FHHT is not known at the start, so calculation of the coefficients B(i,j), the parameters g; and
the height of reflection FHHT is iterated until FHHT changes by Tess than 2 km. (The maximum 311lowed
change is set by the parameter HXERR 1in a DATA statement in the subroutine STAVAL.)
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9.3 Calculation of Valley Width and Depth

With accurate virtual-height data and a reasonable model for the shape of the valley region, it
is sometimes possible to obtain more accurate results by determining two parameters for the valley
region. 1In all numerical tests using exact model ionograms, a two-parameter analysis as described
below is feasible and yields results of good accuracy. If typical experimental errors are introduced,
however, the usefulness of a two-parameter analysis becomes doubtful. This problem has been discussed
elsewhere {Lobb and Titheridge, 1977a) where it is shown, for example, that an error of 1% in the
estimated value of the critical frequency of the Tower layer makes determination of a second valley
parameter unreliable. In such cases it is better to use the one-parameter analysis, determining only
the valley width and assuming some physically reasonable shape for the valley. Attempts to determine
two valley parameters from inexact data generally gives less accurate results, for both the valley
region and the height of the upper layer, than use of a single-parameter analysis. This confirms the
general philosophy of Section 8.1, adopted in POLAN, that the number of parameters used to represent
the unobserved regions of the ionosphere should be kept to a minimum.

The least-squares valley calculation used in POLAN provides directly the RMS error DEVN
between the given virtual-height data and the virtual heights corresponding to the calculated profile.
In most practical work the one-parameter valley calculation of Section 9.2 yields values of DEVN which
are less than the experimental errvor in the virtual heights. The resulting profile then fits the
observations to within experimental error and no further information can be obtained. In some cases,
however, using carefully selected ionograms and careful scaling, the values of DEVN may be greater
than the expected experimental error. This suggests that the actual valley shape departs
significantly from the one-parameter model. Increased accuracy in the calculated real heights, and
additional information about the valley, may then be obtainable. For this purpose an iteration with
different valley depths can be used to minimize DEVN and obtain a second valley parameter. The
procedure described below appears to be about optimum for obtaining two independent parameters, since
the valley model incorporates no unnecessary features and so maintains a physically reasonable shape
at all times. It should be emphasized, however, that this analysis is recommended only for specific
studies of carefully selected ionograms. Routine determination of two parameters will not be possible
until ionograms give a meaningful accuracy of better than about 0.05% in frequency and 0.5 km in

?eight. A discussion of typical errors with current ionosondes is given by Koehler and McNamara
1975).

A parameter VALLEY 1is included in the call to the N(h) analysis subroutine POLAN. This is
zero or one for a normal analysis. Other values can be used to redefine the standard valley inserted
in an ordinary ray analysis (Section 7.4), and the shape of the valley used in a one-parameter valley
analysis. [If POLAN is called with VALLEY = -1.0, and adequate X-ray data are provided, the valley
width and depth are determined independently. For each value of VWIDTH there is a family of allowed
valleys, as shown in Fig. 18. Independent calculation of the two parameters VWIDTH and VDEPTH
involves the following steps.

(a) The valley depth VDEPTH is set equal to 0.1001 MHz. The real and virtual height coefficients
(Section 4.2) are then calculated by the subroutine COEFIC, and the corresponding real-height
coefficients obtained by the subroutine SOLVE. Keeping the same value of VDEPTH this solution is
iterated (as described in Section 9.2) until the height FHHT used to define the gyrofrequency near
reflection changes by less than 2 km.

(b) The calculations in (a) are repeated using VDEPTH = 0.6006 MHz. (0dd values of depth are used
so that these preliminary cycles can be clearly identified within POLAN).

(c) Results from (a) and (b) are compared, and valley depth iteration begins from whichever value
of VDEPTH gave the best fit to the virtual-height data (i.e. the smallest value for the RMS fit
error DEVN). This preliminary selection of a starting point for the iteration of VDEPTH 1is used
to avoid spurious minima in DEVN, as discussed in Section 9.4 below.

(d) The valley depth VDEPTH 1ds multiplied by a factor DVAL = 1.0 + 0.5 cos(0.86DIP).

This changes the depth by a factor of 1.5 at low latitudes, dropping to 1.2 at high latitudes where
the minima in DEVN are narrower. Calling of COEFIC and SOLVE then gives new values for the valley
width VWIDTH and the fitting error DEVN. If DEVN is increased compared with the previous calculation
then the values of VWIDTH and DEVN from steps (c) and (d) are exchanged, and DVAL is replaced by
1/DVAL so that the depth will decrease on successive jterations.

(e) VDEPTH s multiplied by DVAL and the analysis repeated to give new values of VWIDTH and of
DEVN. This step is repeated until DEVN stops decreasing (or decreases by less than 3% between
successive steps; possibly because of a broad, ill-defined minimum).

(f) At this stage we use the last three values of VDEPTH, which differ by the factor DVAL, and
the corresponding values of DEVN. Second difference interpolation is applied to these results to
determine the exact depth for which the error would be a minimum. If DEVN had begun to increase, this
minimum will be in the range of the last three values of VDEPTH. If the bracketed condition in (e)
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Figure 18. Variations in the model valley, obtained by changing the valley depth VDEPTH
at a fixed value of valley width. The heavy line shows the "standard" relation between
depth and width, as assumed in the one-parameter analysis of Section 9.2.
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Figure 19. Three of the many profiles used to investigate valley calculation procedures.
V2 and V5 correspond to the valley profiles 2 and 5 used in the URSI tests (and described
in McNamara and Titheridge, 1977). Profile 4BWIDE originated as overlapping Chapman
Tayers, giving a 20-km wide valley with a depth of 0.055 MHz. Four slabs of constant
density were then added at the bottom of the vailey; each slab covered a height range of
5 km and the plasma frequencies were 0.04, 0.08, 0.10 and 0.15 MHz less than the E-Tayer

critical frequency (foE = 3.53 MHz).
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had been employed, however, the minimum may be outside this range; it is not allowed to extend more
than an additional factor of DVAL-5. When the depth corresponding to minimum DEVN is determined,
one further calculation gives the final values for the width of the valley and the RMS fitting error.

At each stage the width and depth of the valley, the value of DEVN and the number of terms and
frequencies used in the analysis are listed. The total number of iterations (including the inner Toop
which is used at each step to reach a correct value of FHHT) is also counted and listed; if this
count reaches 25 the iteration is abandoned. At the completion of the valley calculation the points A
to D in Fig. 17 are added to the real-height array, followed by the real heights for the upper layer.

Checks similar to those described in Section 7.3.3 are applied to ensure that a physically
reasonable result is obtained. The first check is carried out at each step, to ensure that the
gradient of the polynomial section {from D in Fig. 17) is greater than 2.0 km/MHz. If a bad value
occurs, the weight given to the X-ray data is reduced (by a factor of 4) and the analysis repeated.

If the profile gradient is still too small the solution is modified by reducing the offset term q(JM);
this lowers the starting point (D in Fig. 17) for the real-height polynomial. With some types of
contradictory 0 and X data this can fail to increase the gradient at higher frequencies; the message
"DATA AND GYROFREQUENCY INCOMPATIBLE AT F = xX.XxX * {5 then printed, and no further valley
iterations are attempted.

If the distance q(JM) is less than PARHT/2 (Fig.17) the weight given to the X-ray data is
decreased, the value of VDEPTH is halved, and a new solution is obtained. Halving of VDEPTH and
recalculation of q(JM) is repeated until q(JM) > PARHT/2.  This ensures a physically reasonable
shape for the final valley region. The variations obtained as the depth of the valley changes, at
a fixed value of valley width, are shown in Fig. 18.

9.4 Results With Test Model Ionograms

In the absence of X-ray data, POLAN inserts a defined "standard valley" between successive
jonospheric layers. The size and depth of this valley depend on the height of the underlying peak, as
described in Section 7.2. When X-ray data are provided (and the parameter VALLEY is zero or one) a
valley is selected from the family shown in Fig. 17. Selection is done essentially by determining the
width that gives the smallest RMS deviation (DEVN) between the given virtual-height data and virtual
heights corresponding to the calculated profile. To calculate the width we must assume some value for
the valley depth. Results are iterated, adjusting the depth to maintain the standard relation between
valley depth and width, to obtain a final result of the type shown in Fig. 17.

Errors in the resulting profile, due to differences between the true and assumed shape of the
valley region, can be estimated by repeating the calculations for different (fixed) values of valley
depth. Calculations of this type have been carried out for a wide range of different valley profiles.
Fig. 19 shows three of the profiles used, for which results are described below. Profile V2 gives
a smooth analytic variation obtained with two overlapping Chapman layers. The valley region in V5
contains much irregular structure, corresponding to variations measured on one occasion by the Arecibo
backscatter sounder. 4BWIDE represents a particularly difficult type of profile; the wide, shallow
valley contains large, semi-random variations in density, and above the valley region the profile
gradient changes rapidly.

A1l calculations described in this section were carried out without jncluding any of the
"physical constraints" described in Section 7.3, so the results shown represent a purely mathematical
solution to the valley problem. The physical constraints, normally included in the set of least-
squares equations solved by POLAN, affect the results to a varying degree. With good data, and dip
angles not near 30°, there is a sharp minimum in the variation of virtual-height fitting error with
valley depth (as at dip = 75° in Fig. 22(a)). This gives a weli-defined solution for the valley
region. Inclusion of the physical constraints then increases the RMS fitting error but produces
little change in the calculated profile. Where the virtual-height error varies only slowly with the
assumed shape of the valley (as at dip = 30° in Fig. 22(a)) the data do not give a clearly-defined
valley. Inclusion of the physical constraints then gives a profile which tends towards the "standard"
values of depth and width, since this change produces Tittle increase in the virtual-height fitting
error.

Figure 20 summarises the results of analysing accurate virtual-height data calculated from
profile V2, at 41 different dip angles. A frequency interval of 0.05 MHz was used above the critical
frequency of the lower Tayer (at foE = 4.05 MHz). The full iterative 2-parameter analysis of Section
9.3 was applied to determine valley width and depth independently, for two different modes of POLAN.
Results fit the virtual-height data to within about 0.01 km (Fig. 20b) so that use of a more
sophisticated valley model, corresponding to the introduction of a third valley parameter, can not be
justified. The calculated real heights just above the valley are about 0.2 to 0.7 km too large (Fig.
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Results shown were calculated using fixed valley depths of 0.025

depth of about 0.04 MHz.
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dip is due to the change in POLAN to a double-integration procedure at high dip

discussed in Appendix B.3).

The discontinuity at 63°
angles (as
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20a). This represents the achijevable limit of accyracy in valley calculations. At higher frequencies
the errors decrease smoothly, approximately as 1/fZ, as shown in Fig. 9 of Section 7.4.

Results for a one-parameter calculation of valley width only, assuming a fixed value of valley
depth, are shown in Fig. 21. Solid lines and dots are the results obtained assuming a valley depth of
0.025 MHz - about half the true value - while broken lines and circles are for an assumed valley depth
of 0.1 MHz. For one-parameter calculations the results obtained from modes 5 and 6 of POLAN are very
similar, and Fig. 21 gives the mean values from both modes. Calculations were repeated for 47
different dip angles, plotted individually in Fig. 21(c), to define adequately the fluctuations near
dip 34° and at high dip angles.

The virtual-height fitting errors are considerably greater in Fig. 21(c) than in Fig. 20(b).
The increase is by a factor of about 30 at high dip angles, where the RMS deviation varies rapidly
with the assumed valley depth (as shown in Fig. 22 below). The mean virtual-height error in Fig.
21(c) increases by a factor of about 5 from middie to high latitudes, while the real-height error
increases by a factor of about 2. At dip angles between about 30° and 40° the real-height errors tend
to increase, and change rapidly with dip angle. This effect is studied in Appendix B.2. It occurs
with all profiles, and prevents useful X-ray calculations being made at dip angles near 35°.

The calculated valley widths in Fig. 21(b) are typically 25% too small at VDEPTH = 0.1 MHz,
and 15% too high at VDEPTH = 0.025MHz. This gives real-height errors of about *3 km at the top of
the valiey {where the plasma frequency FN is equal to the value foE in the underlying peak). The
calculated gradients at this point also vary, in the opposite direction, so that the real-height error
decreases rapidly just above the valley. At a plasma frequency of foE + 0.15 MHz, near the centre
of the frequency range used in the valley calculation, the mean real-height error is about +0.5 km.
This error remains between 0.0 and +1.0 km at most dip angles, for any value of VDEPTH within a factor
of two of the correct value.

The effects of changes in the assumed valley depth are shown in detail in Fig. 22. Virtual
height data corresponding to profile V5 at dip angles of 30° and 75° (from McNamara and Titheridge,
1977) were analysed using a total of 110 different values for the valley depth VDEPTH. Each
calculation corresponds to a single pass through the valley calculation in POLAN, without iteration
and without the “"physical constraints” normally included in the least-squares solution. Eight
parameters, corresponding to the valley width VWIDTH and a 7-term polynomial for the reflecting
region, are determined by a least-squares fit to the first 6 O-ray and 6 X-ray virtual heights.
These heights are for plasma frequencies {at reflection) at intervals of 0.05 MHz above the critical
frequency foE of the Tower layer.
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Figure 22. Analysis of virtual-height data corresponding to the profile V5, at two values of
dip angle, using different assumed values for the valley depth. Ordinary and extraordinary
ray data were used at six frequencies, corresponding to plasma frequencies at reflection from
foE + 0.05 MHz to foE + 0.3 MHz in steps of 0.05 MHz. Chain lines show the true values of
VDEPTH, VWIDTH and real height (at foE+0.3 MHz). Arrows mark the values corresponding to a
minimum in the RMS virtual-height fitting error.

60




The curves in Fig. 22(a) give the RMS deviation with which the best profile, for a given assumed
valley depth, fits the 12 virtual-height data points. At dip 75° (fine line) there is a clearly
defined minimum deviation, at a depth VDEPTH of 0.13 MHz. This is less than the approximate mean
depth of 0.17 MHz for the valley in profile V5. Since, however, profile V5 differs considerably
from the POLAN model, and fluctuates considerably in the valley region, this difference is not very
significant. Fig 22(b) shows that the valley width corresponding to the minimum deviation is accurate
to within 1%, and the calculated real height at foE + 0.3 MHz is accurate to 0.5 km.

Incorrect values of VDEPTH typically give virtual-height fitting errors of about 0.3 km at a dip
angle of 75°. The valley width and the calculated heights of the lower F layer have errors of several
km. These results are representative of the many different profiles studied. The dotted curve in
Fig. 22(b) shows the relation between valley depth and width assumed by the "standard valley" model
used for a one-parameter analysis. The intercept between this curve and the lower continuous curves
in Fig. 22(b) defines the depth which would be assumed in the one-parameter analysis. This depth is
0.065 MHz at dip 75°, giving errors of -1.1 km in valley width and -1.0 km in F-layer height (at
foE+0.3 MHz).

At dip 30° 1ittle information can be obtained about the valley depth. The virtual-height data
can be fitted with a maximum RMS error of 0.04 km for all valley depths from 2.5 to 0.05 MHz, as shown
by the heavy Tine in Fig. 22{(a). (The increase at small depths is caused by the check in POLAN which
disallows a negative value of dh/dFN above the valley). With normal data, calculated profiles fit the
data to a high degree of accuracy for any reasonable valley depth. The calculated value of VWIDTH,
shown by the Tower solid curve in Fig. 22(b), is almost independent of the assumed depth. The real
height at foE+0.3 MHz (upper curve) also varies only slowly with depth; for any assumed depth between
2.5 and 0.05 MHz this error is between +0.5 and -2.5 km. The error of 0.6 km corresponding to the
profile with smallest RMS deviation is approximately the same as for the 75° case.

These results confirm that for dip angles between about 26° and 30° the distribution of
ionisation in the unseen regions cannot be found reliably, so that only a single-parameter valley
calculation is justified (Appendix B and Titheridge, 1974b). The poor determination of valley shape
does not, however, reduce the accuracy of calculated real heights in the observed frequency range. The
results shown use data at frequency intervals Af of about 0.05 MHz above foE, representing the closest
scaling which is reasonable in most practical cases. Increased accuracy can be obtained, with the
model data, by reducing Af to 0.03 MHz; this gives real-height errors at foE+0.3 MHz of less than 0.1
km for both dip angles.
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Figure 23. The varjation of virtual-height fitting error with the assumed valley depth,
for calculations at a dip angle of 52° and frequency intervals Af of 0.1 and 0.05 MHz.
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We conclude from these studies that for most work the valley region should be represented by only
one parameter, to select one valley from some physically-reasonable family. Real-height errors above
the valley will then be roughly 10 to 20% of the valley width. This assumes the existence of good
virtual-height data, for both the ordinary and extraordinary rays, at frequencies near foE+(0.1 MHz.
With excellent data, and at dip angles outside the range 25° to 38°, use of a second valley parameter
(which represents basically the mean depth of the valley) can reduce real-height errors to a few
percent of the valley width.

In some cases the virtual-height fitting error plotted as a function of VDEPTH does not have a
single minimum. This occurs most often at medium to high dip angles, and with wide, shallow valleys.
Results for profile 4BWIDE analysed at dip 52° are shown in Fig. 23. Calculations used 6 virtual
heights, for each component, at frequency intervals Af of 0.05 MHz (broken lines) and 0.1 MHz (solid
lines) above the critical frequency of the lower layer. There is a well-marked minimum close to the
true valley depth (shown by the chain line) for both data sets. The two-parameter valley calculation,
in which VDEPTH is adjusted to find the minimum value of DEVN, normally gives a good estimate of
valley depth and an accurate profile for the upper layer. Poor results are obtained, however, if
Of = 0.1 MHz and iteration begins from a too-large initial depth. The calculation can then settle at
the spurious minimum near VDEPTH = 0.6 MHz. Commencing fterations from a small value of VDEPTH does
not cure this problem with all profiles. Two-parameter calculations in POLAN therefore begin by
calculating the fit errors at the two values of VDEPTH shown by the dotted lines in Fig. 23.

The depth giving the smaller value of DEVN is then chosen as the starting point for the iterative
calculation. This procedure successfully finds the correct minimum, corresponding approximately to
the correct valley depth, in all cases studied.
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10. USING POLAN
10.1 Implementation

The subroutine POLAN uses 11 associated subprograms, as listed in Appendices F.2 to F.4. A short
mainline program is also required to read the virtual-height data for each fonogram from a file, to
call POLAN with appropriate parameters, and to store the resulting real-height data. All programs are
written in FORTRAN, and conform to both the old FORTRAN IV (1966) and the new FORTRAN 77 standards.
The complete set of programs will compile and run on a minicomputer with 56 kbytes (28 kwords on a
PDP11) of RAM. These programs are available from the World Data Center-A; or from the author.on IBM
interchange format 8" diskettes or IBM PC-compatible 5 1/4" diskettes.

A simple mainline program POLRUN, for reading and processing prepared data files, is given
in Appendix G.1. A more sophisticated program SCION for the scaling and analysis of ionograms 1is
described in Section 11 and listed in Appendix F.5. This program accepts data from a digitiser,
corrects for non-linearities and for skewed axes, and converts the result into frequency, height
arrays. Ordinary and extraordinary ray data are then interleaved in the way required by POLAN, with
ionospheric layers separated by a zero virtual height, and analysed. The scaled virtual-height data
and the calculated real heights are written to output files.

When setting up a new jonogram analysis system, data can be scaled directly in the order used
by POLAN. The general procedure will then be as outlined below. It is assumed that data entry uses
a digitising table connected to a microcomputer or other programmable controller. Digitisation of
"off-scale" areas, or direct keyboard entry, is used to set flags to show the nature of the data that
follows. Flags are normally required to indicate "ORDINARY RAY DATA Follows"; “EXTRAORDINARY RAY
DATA Follows"; "Scaled CRITICAL FREQUENCY"; and "END OF LAYER". (Overall “End Of Data" is
conveniently signalled by two successive "End Of Layer" flags.

Before scaling a set of ionograms, station identification is entered from the keyboard. This
must include the latitude of the station, if the analysis is to calculate the value of START for a
consistent model starting height (as outlined in Section 10.5). Alternatives to this calculation are
(1) use of a fixed value of START for all ionograms (- a zero value will give the extrapolated starting
height discussed in Section 6.2); or (ii) a separate value of start can be entered for each ionogram
(in step (al) below). The magnetic dip angle and the ground value of gyrofrequency are also entered at
this stage. Steps {a) to (c) below are then followed for each ionogram.

(a)-- Preliminary.

(al) Ionogram header data is entered from the keyboard. This must include the date and time of the
ionogram if the mainline program is to calculate the value of START. Alternatively the value of START
to be used for this fonogram can be entered at this stage. Determination of an appropriate value is
discussed in Section 10.5.

(a2) Points are digitised to define the frequency and height scales. This will be similar to the
procedure described in Section 11.3

(b)-- Starting the analysis.

(bl) Examine the low frequency section of the ionogram, identifying the lowest usable frequency
(fmin) for the 0-ray. Sporadic-E traces are ignored. If the X-ray trace can not be identified at
frequencies less than about fmin+1.0 MHz, proceed to (b2) below. Set the flag for X-RAY DATA.
Digitise X-ray points. The first point is at the Towest frequency possible. This is followed by
about 4 further points at frequency intervals of about 0.1 MHz, giving a reasonable representation of
the start of the X trace. There is no advantage in scaling X-ray points to higher frequencies; they

will be ignored by POLAN. More detailed rules for data selection at this paint are given in Section
10.4.3.

(b2) Set the flag for 0-RAY DATA. Digitise points beginning (normally) at the lowest frequency fmin,
and using a frequency interval of about 0.1 MHz. Spacing may be increased smoothly to 0.2 MHz or
more at higher frequencies where the virtual heights are varying slowly. Where the virtual heights
are increasing rapidly, near the peak of the Tayer, spacing may be reduced to about 0.05 Mhz with good
data. Care must be taken to scale the frequency axis as accurately as possible near a layer peak
(particularly if X-ray data will be used for calculating the size of the following valley).

When a gap occurs in an otherwise smooth section of the trace, there is no advantage in scaling
points more closely at the ends of the missing region. POLAN will interpolate across the gap using
several points from each side, and these points are best not concentrated in a small frequency range.
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(c)-- End of a layer.

When a critical frequency can be identified by virtual heights which increase rapidly from below
(near the peak of the lTower layer) and from higher fequencies (reflected from the following layer),
then an operator's estimate of the critical frequency is included in the analysis. This is
particularly worthwhile when a vertical cursor can be adjusted to provide an approximate asymptote to
virtual height traces at higher and Tower frequencies. In this situation, flag "CRITICAL FREQUENCY"
and digitise the estimated O-ray critical frequency FCO. If X-ray data also provide a good estimate
of the critical frequency, flag "X-RAY DATA", flag "CRITICAL FREQUENCY" and scale the estimated
X-ray frequency FCX. For scaled critical frequencies the controlling program inserts a zero value
for the virtual height at the scaled frequency. X-ray points are indicated by making the scaled
frequency negative in the normal way.

10.2 POLAN Input Data

10.2.1 Normal data

POLAN carries out the complete real-height analysis for one ionogram in response to the FORTRAN
statement:

CALL POLAN (NDIM, FV, HT, FB, DIP, START, AMODE, VALLEY, LIST).

The first three parameters in this statement define the input virtual-height data, and (when POLAN
returns) the calculated real-height profile. The next two parameters, FB and DIP, are required to
specify the magnetic field constants. The remaining four parameters can be zero for most work,
although for optimum results the parameter START should be used to specify a model starting height for
the calculation. The meaning and use of the 9 parameters in the call to POLAN are described below.

(1) NDIM gives the maximum dimension of the data arrays FV, HT. This is set in the calling program
so that the array dimensions may be varied to suit the amount of data being used and the size of the
computer. Note that the number of data points given in these arrays must not exceed NDIM-32. NDIM
must be given as a named variable (not just a number) since it is altered by POLAN to give the number
of calculated real-height points returned after the analysis.

(2,3) FV and HT are arrays containing the frequency (f) and virtual-height (h') data to be analysed.
Ordinary-ray data must be given in order of increasing frequency. This is checked by POLAN, to detect
data errors. The end of the data for any one layer is indicated by a virtual height which is zero
(or Tess than 30 km in absolute value; a non-zero value is used to modify the following valley
calculation, as described in Section 7.4). The corresponding frequency - the critical frequency of
the layer - is entered normally if it has been scaled; otherwise a frequency of 0.0 is given. If
a valley is not wanted above an intermediate layer, the virtual height at the critical frequency

is entered as 10.0; analysis of the next layer will then start from the height of the peak of the
intermediate Tayer. (The same effect can be obtained by using a non-zero value for VALLEY, as
described below.) The final end-of-data is signalled by two zero virtual heights. At the end of
the analysis POLAN returns with freguencies and corresponding real heights in the arrays FV and HT;
and NDIM gives the number of such data pairs.

Overall ordering of the input data in the arrays FV and HT is

(X START ) (X VALLEY ) .
Fv: (-F,...-F,) F,...F, % (-F,...-F,) F,...F 0, 0O
HT:  (-H, . .. -H,) H,...H, 0, (-H, .. .=H,) H,...H, 0, ©

The sections in brackets are included only when extraordinary ray data are used for the start and
valley calculations. The layer terminators, marked by *, correspond to a point (0, 0) as shown
when critical frequencies are not scaled. If a critical frequency is scaled the terminator becomes
(FC, 0), where FC is positive for the O-ray and negative for the X-ray. If both O and X-ray
critical frequencies are scaled there are two terminator points: (FC, 0) followed by (-FCX,0).

(4) FB gives the gyrofrequency at the ground in MHz. The program then assumes an inverse cube
variation with height corresponding to the relation

FH = FB.(1 + h/6371.2)-3.

To use a constant value of gyrofrequency in the analysis, FB is set equal to minus the desired value
(as in Section 10.2.2).
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(5) DIP gives the magnetic dip angle in degrees. The same value is used at all heights.

(6) START is used by POLAN to define the starting height, for an 0-ray analysis. The real-height
calculations normally begin from a starting frequency fg of about 0.5 MHz. = If START = 0, POLAN
derives a starting height hg to use at this frequency, by extrapolating the first few virtual
height data points and Timiting the result to a reasonable range. It is normally preferable to
enter a model value for the starting height; this is done be setting START = hg where hg must

be greater than 44 km. The given value is reduced if necessary to be compatible with the initial
virtual-height data. Procedures for determining a suitable value of START are described in Section
10.5 below.

For a combined 0 and X-ray start calculation, START is used to give the mean height at which to
calculate the gyrofrequency for the underlying region. This mean height has been found to be very
close to the optimum starting height for an O-ray calculation (Appendix C.5), so that the normal model
values of START are still appropriate. Start calculations using X-ray data also incorporate any model
value of START in the least-squares solution, with a Tow effective weight, so that indeterminate data
will not give unreasonable results. Thus for all calculations, with or without X ray data, best
results will normally be obtained by specifying a value of START determined as in Section 10.5.

(7) AMODE specifies the type of analysis, and may be zero for all routine calculations. POLAN then
uses the mode 5 analysis (changing to mode 15 at high dip angles) which appears most suitable for
general work. This default setting can be changed by altering the two lines "IF (MODE.EQ.0 . . .
in section Cl1.1 of POLAN. Other possibilities, ranging from a Tinear lamination analysis to a
single-polynomial calculation (using a single analytic expression for each layer) are obtained by
setting AMODE equal to some value from 1 to 9, as described in Section 5.2. If maximum numerical
accuracy is required the normal 5-point integrals must be replaced by 12-point integrals; this is
achieved by adding 10 to AMODE, giving a value in the range 11 to 19.

(8) VALLEY should be zero for most routine calculations. POLAN then inserts between layers a valley
selected from the "standard" family shown in Fig. 17. The width (in km) and depth (in MHz) of this
valley depend on the height of the underlying peak, and will normally be close to the values given in
Table 5 of Section 7. To omit valleys altogether, giving a monotonic profile, set VALLEY = 10.0.

The result gives a Tower limit to the range of possible profiles for the upper layer. An upper limit,
corresponding approximately to the maximum feasible valley width, is obtained by setting VALLEY = 5.0.
Other variations to the standard valley shape are summarised in (8) below. Note that the value of
VALLEY can be overriden for a particular ionogram by inserting a non-zero virtual height at the final
data point for the previous layer, as described in Section 7.4.

(9)  LIST is zero to produce the normal summary Tisting during the run of POLAN. This includes
information relating to an extraordinary ray start calculation, a valley calculation, and the
parameters at a layer peak (Section 10.3.2). Data errors also produce a printed line. Other values
of LIST suppress the output or give more detail of the analysis steps, as described in (9) below.

10.2.2 Further options (ignore these until you are familiar with the program)

Any of the input parameters in the call to POLAN (other than NDIM) can be made negative, or
modified in some other way. This signals some departure from the standard analysis procedure, as
described below. Many other features of the calculations can also be changed. Interested workers
should study the appropriate sections of this report and the program listings.

(1) NDIM is not modified. It must always be a "variable" giving the maximum dimensions of the data
arrays FV, HT as set in the calling program. The number of data points must be less than NDIM-32,

(2) FV: Negative frequencies are used to denote extraordinary-ray data. Such points immediately
precede the ordinary ray data for each layer, in the arrays FV and HT. Within each set of X-ray data,
the absolute values of frequency should increase monotonically; this is used by POLAN as a check on
data integrity.

(3) HT: A negative virtual height h’i is used to allow a gradient discontinuity in the N(h)
profile. Heights will be calculated up to the corresponding frequency f3, using a virtual height
lh';[ at this frequency. Calculations then continue with a new polynomial beginning from the
calculated real height hj at the frequency fij. The result has a discontinuity in the gradient
dh/dFN, and in all higher derivatives, at f;. This procedure has been recommended for use with
parabolic lamination calculations (e.g. Wright, 1967). It is not normally required with higher order
modes of analysis, in which points of inflection can occur between scaled frequencies, and tests show
that)with all methods it is generally better not to scale the cusp (Section 10.4.1; and Titheridge,
1982).
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(4) FB: A negative value of the gyrofrequency FB gives an analysis in which the gyrofrequency

is assumed to be independent of height. This is useful mainly for carrying out tests using model
ionograms which have been calculated assuming a constant gyrofrequency. The value of FB should apply
to a height of about 150-200 km for night-time ionograms, or about 100 km if X-ray data are being used
for an E-layer start calculation.

(56) DIP: Calculated starting and valley corrections using extraordinary-ray data are normally
subject to physical constraints, discussed in Sections 8.4 and 7.3. The initial gradient dh/dFN of
the polynomial section must be positive, the width of the valley or the starting height correction
must be positive, and in the slab start the thickness of the underlying slab of jonisation must be
positive. These restrictions can be omitted by setting DIP negative.

(6) START: Corrections for underlying ionisation can be suppressed by setting START = -1.0.
Analysis of O-ray data then begins from the first scaled frequency 1, with a real height equal

to the least of the first three virtual heights. Calculation of a starting correction using
extraordinary-ray data, whenever this is given, is not affected. Values of START Tess than -1.0
cause X-ray calculations to use the polynomial start procedure of Section 8.6.1. START can be set
equal to minus the model O-ray starting height, to give the normal model start with O-ray data and a
polynomial start when X-ray data are provided. Values of START in the range -1.1 to -3.0 cause
the polynomial start to begin at a frequency of -START-1 MHz. Note that the polynomial start gives
increased flexibility in the unseen region, when fmin is large, and so tends to give more variable
results. ghe uses of START are decribed more fully in Sections 6.2 (for O-ray data) and 8.6 (for
X-ray data).

(7) AMODE: Starting and valley calculations using combined 0- and X-ray data normally incorporate
several physically-desirable conditions in the least-squares soTution (Sections 8.4 and 7.3). These
conditions are omitted if the value of AMODE is negative. The calculated profile will then be a
better fit to the virtual-height data, but (with medium or poor gquality data) may be a Tess reasonable
result on physical grounds. Thus to obtain the unrestricted best-fitting profile, using the normal
(default) mode of analysis, set DIP negative and AMODE = -5.

(8) VALLEY: With ordinary ray data, the parameter VALLEY can be used to adjust the size of the
valley inserted above a layer peak. To increase or decrease the width of the valley, set the
parameter VALLEY equal to the required scaling factor (which must be in the range 0.1 to 5.0). If
the resulting valley width is unrealistically large, it will produce a small or negative value for the
real-height gradient dh/dFN just above the valley; the width of the valley is then automatically
reduced, to give a gradient equal to the local scale height (Section 7.3.3). In all cases (when
VALLEY is not negative) the depth of the valley is varied as the width changes, so that the final
valley represents a selection from the family of "standard" valleys shown in Fig. 17. Specific values
of width and/or depth can also be set for the valley region by using negative values for VALLEY, as
described in Section 7.4.

With extraordinary ray data the one-parameter valley calculation is recommended for general use.
This is the default procedure obtained when VALLEY = 0.0 or 1.0. It selects the best-fitting valley
from the family shown in Fig. 17, by determining the width that gives the smallest RMS deviation
between the given virtual height data and virtual heights corresponding to the calculated profile.
For detailed studies using high quality data, when it is desired to obtain the maximum possible amount
of information from an ionogram (and in particular when it is suspected that a wide but abnormally
shallow valley may be present) the two-parameter analysis can be used (with caution). This is obtained
by setting VALLEY = -1, The width and depth of the valley are then determined separately. Results
obtained give a reduced RMS deviation between the given virtual height data and those corresponding to
the calculated real height profile. However, since the data are never exact, the calculated profile is
not necessarily better than the normal one-parameter result.

(9) LIST: If LIST = -1 all direct printed output from POLAN is suppressed. At LIST =1 the
subroutine TRACE is called to 1ist the real-height constants at each step. Larger values of LIST
(up to LIST = 5) produce fuller trace output for debugging purposes. Adding 10 to the value of LIST
restricts the added trace outputs to the start and valley calculations.
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10.3  POLAN Output Data

10.3.1 Data returned within the program.

The subroutine POLAN is called with frequency and virtual height data in the arrays FV and HT.
It returns with frequencies and corresponding real hetghts in these arrays. The returned frequencies
will differ from the given data frequencies since extraordinary-ray points have been deleted, and
additional real-height points have been added to define better the start, valley and final peak
sections of the profile.

For an O-ray start, the real-height profile begins with a polynomial section from a frequency
which is normally 0.5 MHz, but is constrained to lie in the range 0.35fmin to 0.6fmin, (where fmin
is the lowest scaled frequency). A further point is added at a frequency of 0.6fmin+0.2 MHz. - With
an X-ray start, the low-density ionisation is represented by a linear-in-FN lamination from 0.3fmin
to 0.6fmin. The polynomial real-height profile starts at 0.6fmin, and a further point is added at
0.8fmin to define this adequately. Heights given at plasma frequencies Tess than fmin should not be
taken as a true representation of the profile shape. They serve only to give approximately correct
values for the total amount of underlying ionisation and for the ionisation gradient near fmin.

In each valley region, above a layer peak, four additional points are inserted. The first two
are at plasma frequencies of FC-V/2 and FC-V, where V is the valley depth. These points define
a parabolic continuation of the layer peak, with a scale height of 1.4 SH. The next point, also at
FN = FC-V, shows the extent of the flat valley-bottom region (illustrated in Fig. 6). Finally a point
at FN = FC defines the top of the valley, and the start of the next layer. The shape of the valley
and the ratio of depth to width are essentially defined by models (since these quantities can be
determined directly only by careful analysis of unusually good 0 and X data). For O-ray calculations
the valley width is also basically a model value, dependent on the mean neutral scale height, the
value of SH for the underlying peak, and the gradient and curvature at the base of the next layer.
When X-ray data are used in a valley calculation the width is a directly calculated parameter, biased
to a varying extent by the models so that an ill-defined calculation will not yield absurd results
(Section 8.4).

Three points are added after the peak of the final Tayer, at distances of 0.5, 1.0 and 1.5 scale
heights above the peak. These give an exact Chapman-layer extrapolation of the calculated peak,
assuming a typical scale height gradient dSH/dh of 0.1. They show the initial variation in the
topside ionosphere, and simplify the averaging of profiles with different peak heights.

POLAN returns with the first subroutine parameter (NDIM) altered to a value N which gives the
array position of the last profile point. Thus the last calculated real-height point is HT(N), FV(N).
Other information is returned in the following two elements of the arrays:

FV(N+1) = twice the standard error in the calculated critical frequency.
HT(N+1) = twice the standard error in the calculated peak height HMAX.

FV(N+2) = the total electron content of the calculated profile up to the height HMAX. This is
obtained by exact integration of the individual polynomial real-height expressions, and
is given in units of 1010 electrons/me.

HT(N+2) = the calculated scale height SH for the peak of the final layer.
FV(N+3) = HT(N+3) = 0.0 to terminate the output data.

Note that these errors indicate only the accuracy of the least-squares peak fit. Consistent data
errors near the peak can lead to incorrect peak parameters with a small standard error. The error
in HMAX also does not include the effect of real-height errors produced at lower frequencies (from
incorrect values for the start and valley regions, for example).

10.3.2 Printed outputs from POLAN
If the input parameter LIST is negative, POLAN produces no printed output and the only results

available are those returned through the calling parameters and described in Section 10.3.1. In &
normal calculation with LIST = 0, four types of printed output occur.

(i) If there is a data error, detected as an incorrect sequence of ordinary-ray frequencies in the
array FV, the program prints:
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DATA ERROR AT F = XX.XXX  YY.YYY

The two successive frequencies listed are in an incorrect relation. For X-ray data, denoted by
negative frequencies, an error is detected if a value of |fl is less than that for the first X-ray
point for the layer considered. When a data error is found POLAN returns with all previously
calculated (and presumably correct) real-height data in the arrays FV(I) and HT(I), where I = 1 to
N. That these data do not correspond to a complete analysis is indicated by a zero value for SH in
HT(N+2). The printed output shows the above error message, and no peak listing.

(i1) If extraordinary-ray data are given at the start of the analysis, the constants involved in
the start calculation are listed in a 1ine of the following form, where bracketed values represent
numerical data.

(NC) start offset = (A) km, slab (B) km. devn

(D
(NT) terms fitting (NO)

) km
0 + (NX) X rays + (NP). hx = (FHHT).

(NC) gives the number of iteration cycles required in the calculation. This is normally 1 when
the gyrofrequency is constant with height, and 2 or 3 if it is varying.

(A) gives the amount by which the calculated starting height for the first polynomial is Tess
than the initial value obtained from a limited extrapolation of the ordinary-ray virtual heights. A
zero value of A indicates that the calculations originally gave a negative value, which was set equal
to zero.

(B) is the thickness of the underlying slab of jonisation {(from FN = 0.3f] to FN = 0.6f1).
This is zero if the data initially gave a negative value or if a polynomial start is being used.

(D) 1is the RMS deviation between the given virtual height data and virtual heights calculated
from the final real height curve. D gives approximately the error with which the ordinary-ray virtual
heights are fitted. For extraordinary-ray data the mean error is about 2D, because of the reduced
weight given to X-ray data in the least-squares solution.

(NT), (NO) and (NX) give the number of variables determined in the starting calculation, and the
number of ordinary and extraordinary-ray data points used in the calculation. (NP) is the number of
equations representing physical constraints. Thus the total number of equations included in the
solution is NO + NX + NP; if this is greater than NT then a least-squares calculation has been used.

(FHHT) is the calculated height of reflection of the first or second extraordinary-ray frequency.
This is the height used to calculate the value of gyrofrequency to use in the analysis. Calculations
using X-ray data and a height-varying gyrofrequency are iterated until FHHT changes by less than 2 km.

(iii) For each layer peak a line is printed giving the critical frequency at the peak in MHz;
the peak height in km; the ¢alculated scale height (printed negative if an unreasonable value was
replaced by a model value); and the slab thickness (equal to the total electron content divided by

the peak density) in km. Some error indications are also given for the peak parameters; these are as
described in Section 10.3.1.

(iv) A valley is inserted between successive layers (unless O-ray data only are provided, and a

zero valley is specified by using VALLEY = 10.0). At each valley calculation the following line is
printed.

(NC) VALLEY (W) KM WIDE, (V) MHz DEEP. DEVN (D) km.
(NT) TERMS FITTING (NO) O + (NX) X RAYS + (NP). HX = (FHHT).

(NC) is the number of iteration cycles used in the analysis; this exceeds 2 only for X-trace
calculations. (W) is the distance from the peak of the underlying layer to the point with the same
density in the upper layer. (V) represents roughly the mean decrease of plasma density in the valley.
(D) is the RMS virtual-height fitting error in the valley calculation. POLAN has fitted an expression
with (NT) variables to a set of NO + NX + NP simultaneous equations, making use of (NO) scaled O-ray
data points, (NX) X-ray points, and (NP) physical constraints. The latter represent semi-empirical
relations between the size and shape of the valley, the neutral scale height, the plasma scale height
SH, and the gradient at the base of the following Tayer.

(FHHT) gives the height of reflection of the first or second extraordinary ray used in the
analysis, or the first ordinary ray if there are no X-ray data. For X-ray calculations with a height

varying gyrofrequency, each step in the valley analysis is iterated until FHHT changes by Tless than 2
km.
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An extraordinary-ray valley analysis always produces several listed lines. For a one-parameter
analysis there are normally three lines. These correspond to the initial valley depth V, and two
subsequent corrections in which V is scaled approximately as W (Section 7.2). If the RMS
deviation D increases too much on the third iteration the previous calculation is repeated, giving a
fourth printed line which is identical to the second. For a two-parameter valley analysis the first
two Tines are the same as for the one-parameter analysis. Thereafter further lines are listed
corresponding to changes by a factor of about 1.4 in the assumed depth, until a minimum of D is found.
A final line using the depth V interpolated for minimum deviation is then obtained.

10.4 Selection and Scaling of Data

10.4.1 General considerations

The amount of data which need be scaled from an ionogram, to obtain near-optimum accuracy in the
calculated real heights, depends primarily on the ionogram. Thus the rules outlined here for data
selection are applicable to most methods of analysis. Polynomial methods are however somewhat less
dependent on the choice of data, compared with Tamination methods, since they can interpolate a point
of inflection between scaled frequencies.

The effects of using different frequency intervals Df with ordinary (0-)ray data have been
studied elsewhere (Titheridge, 1982). Smaller values of Df are required where the virtual heights
are changing most rapidly, as near the Fl-Tayer cusp in Fig. 24. If the scaling interval is too large
we get a fluctuating error in the cusp region, and an overall error at higher frequencies. These
errors are approximately the same for all methods of analysis. With a typical cusp, real-height
errors at and above the cusp begin to decrease at Df = 0.15 MHz for polynomial calculations, and at
Df = 0.09 using parabolic laminations. Errors are typically about 1.2 km at Df = 0.2 MHz, 0.5 km at
Df = 0.1, and 0.1 km at Df = 0.05 MHz (using the default mode of POLAN). Thus a frequency interval
of about 0.1 MHz is normally adequate.

POLAN will allow the real-height gradient to be discontinuous at a cusp, if h' is made negative
at the cusp frequency (Section 10.2.2). Tests show, however, that this increases the real-height
errors with all methods of analysis (Titheridge, 1982). Best overall results are obtained with model
jonograms when the cusp lies approximately midway between scaled frequencies, as shown in Fig. 24.
This will also be the best procedure with practical ionograms since the virtual height at the cusp is
not a stable and accurately measureable quantity.

The careful selection of data points is most important for calculations involving the "unseen"
regions in the ionosphere. These are the underlying or start region where the plasma frequency FN is
Tess than the minimum observed frequency fmin, and the valley region between ionospheric layers where
FN is less than the critical frequancy FC of the underlying peak. For an accurate real-height profile
we must determine the extent of these regions using combined ordinary and extraordinary ray
measurements. The choice of scaling frequencies for start and valley calculations is investigated in
Sections 8.5 and 9.4. Some checks are carried out within POLAN, as described in Section 8.2.3, to
eliminate unhelpful or possibly harmful data from the start and valley calculations.

Sporadic traces should not be digitised. These traces are characterised by a sharp cusp
(generally in the E layer), a short rapid decrease in h', and a flat section of varying length with
no significant increase in h' at the high frequency end. They are produced by thin, near-horizontal
Jedges superposed on the main N(h) profile. If the main E-layer trace can also be seen (i.e. the
sporadic layer is transparent) this main layer should be scaled. More commonly the sporadic layer
blocks out a section of the true E Tayer trace. There will then be a gap in the series of scaled
points, as shown in Fig. 24. Do not scale additional points at the ends of the gap. The overlapping
polynomial procedure in POLAN will provide a smooth interpolation across the gap, and this
interpolation is preferably not restricted to points over a narrow frequency range at each end.
Typical scaling points for an ionogram which includes short sporadic-E traces are shown in Fig. 24.

10.4.2 Selection of ordinary ray data

Ionogram scaling normally begins at the Towest observed O-ray frequency fmin. The first few
points are scaled at a frequency interval of about 0.1 MHz, so that the first 5 points cover a
frequency range of about 0.4 MHz. This is particularly important when X-ray are to be used in the
start calculation. At least 4 points should be scaled before retardation caused by the following
Jayer peak becomes large; this will occasionally require the use of an initial frequency spacing less
than 0.1 MHz. When the trace is irregular or ill-defined at low frequencies, additional points may
be scaled in the range from fmin to fmin+0.4 MHz. POLAN includes such points in a start calculation
automatically, with most modes of analysis (Section 8.2.3).
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After the first 5 points, the scaling interval may be increased to 0.2 MHz or more in regions
where the virtual height is changing sTowly. Near critical frequencies or sharp cusps the frequency
interval is decreased so that the height changes are less than about 10 km between successive points.
A minimum practical or worthwhile frequency interval is about 0.05 MHz. Abrupt changes in Df should
be avoided (50 that calculation of a real-height segment is not unduly weighted by data at one end of
the segment).

In some night-time jonograms the virtual heights increase rapidly towards fmin. Decreased
values of Df should not be used in this region in an attempt to obtain greater accuracy by defining
the changes in h' more closely. If the initial changes in h' exceed about 20 km in an interval of
0.05 MHz, this part of the trace should be ignored. This is because a rapid increase in h' at Tow
frequencies indicates retardation due to a dense underlying peak, which can not be allowed for
accurately (Section 8.5.2). Thus the circled section of the trace in Fig. 25(a) is not scaled.

Digitizing continues up to the critical frequency defining the end of the first layer. Critical
frequencies show as a rapid increase in h', tending to a vertical asymptote, followed by a break in
the recorded trace. This is shown at foE and foF2 in Fig 24. If the position of the critical
frequency can be judged with reasonable accuracy, using the increase in group heights for both the
first and second Tayers, it should be scaled (at any convenient height). The E-layer trace in Fig. 24
does not provide a good indication of the position of the critical frequency, so scaling of foE is
not desirable. If the Fl-Tayer trace extended to lower frequencies, as shown by the dotted line,
an estimated value of foE should be scaled. Scaled critical frequencies are not taken as exact but
provide additional input to the least-squares peak calculation.

The second (F-layer) trace is digitised from just above fof up to the next critical frequency.
This is normally foF2, although there may occasionally be a true discontinuity, and a critical
frequency, at foFl. Any part of the F-layer trace between fofE and foE+0.1 MHz, or with
dh'/df < -200 km/MHz, should be ignored (as shown in Fig. 25b). This is because the virtual heights
in this region depend more on the detailed shape of the E-layer peak than on the F-region heights;
they are also more affected by horizontal gradients in the ionosphere. The first 5 or 6 F-layer
points should cover a range of about 0.4 to 0.7 MHz, particularly if these data are to be used with
corresponding X-ray data in a 0/X valley calculation.

10.4.3 Selection of X-ray data, for start and valley calculations

X-ray data are used only when there is some important piece of information which cannot be
obtained without them. Scaled X-ray data are therefore of three types:

(a) for start calculations, X traces which continue down to frequencies within about 1.0 MHz of
the lowest observed O-ray freguency;

(b) for valley calculations, any X traces which show group retardation due to the underlying peak
(so that virtual heights increase at the Tow frequency end of the trace);

(c) traces which give a useful measure of the critical frequency FCX of a layer peak. These
: p
provide additional input for the least-squares peak calculation in POLAN.

The frequencies used in start and valley calculations should be those at which the virtual
heights depend primarily on the unseen ionisation (as discussed in Appendix B.2) and are not dominated
by other effects. Thus, for example, valley calculations should not include measurements too close to
the critical frequency of the underlying peak. Data at frequencies well above the region of interest
are also best omitted. The difference h'y - h'y due to underlying ionisation decreases rapidly with
increasing frequency, so use of a frequency range greater than about 0.7 MHz adds Tittle information
and may include unwanted variations in the gradient at reflection (Section 8.5.2). These basic
considerations apply to all methods of real-height analysis.

If there is a suitable E-Tayer X-ray trace present for daytime ionograms, or a suitable F-layer
X-ray trace present for night-time ionograms, a joint 0-X solution may be found for the starting
height. This is a rare event for daytime ionograms, but quite common for night-time ionograms. For
good results, corresponding O and X rays should be reflected at approximately the same values of
plasma frequency FN. That is, the O-ray frequencies fo and the X-ray frequencies fy should
correspond approximately to the relation

fo? = fy.(fy - FH) (32)

where FH s the gyrofrequency at the appropriate height (usually about 200 km at night). A table
of corresponding values of fo and fx should be prepared as an aid to the selection of X-ray data.
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If fmin, fxmin are the lowest usable frequencies for the 0, X traces respectively, and FB is
the ground value of the gyrofrequency, we require (ideally) that fxmin = fmin + 0.5FB. In practice

0/X analysis is generally worthwhile if the X-ray trace is recorded down to a frequency fxmin such
that

fxmin < fmin + 0.5FB + 0.5 MHz. (33)

It is occasionally helpful to omit some initial O-ray data, increasing the value of fmin so that
(33) holds. This should be done only when it leaves sufficient, accurate data for both 0 and X
traces, without including any points affected by peak retardation. In the example of Fig. 25(a), the
X-ray trace extends down to a frequency fxmin of 2.2 MHz. This corresponds to a plasma frequency at
reflection (FRx) of 1.62 MHz, at FH = 1.0. The X-ray trace is showing retardation from the underlying
ionisation, so an X-ray start is definitely worthwhile. The marked section of the O-ray trace, at
f < 1.42 MHZ, should not be scaled.

Five to eight points are scaled at the start of the X trace. These points should be at frequency
intervals of about 0.1 to 0.05 MHz, covering a frequency range of about 0.5 MHz (Section 8.5). The
maximum useful X-ray frequency for start calculations is

fxmax < fmin + FB + 0.6 MHz. (34)

X-ray data at wave frequencies higher than fxmax are deemed ‘not-useful' by POLAN, and will be omitted
from the analysis.

X-ray data which are showing the effects of retardation in a following peak will be ignored by
POLAN, and need not be scaled. As frequencies increase towards a layer peak, the virtual heights
begin to increase rapidly. The group retardation of the 0 and X rays is then more dependent on
the characteristics of the peak than on the underlying ionisation, and is not useful for starting
calculations. POLAN normally ignores X data for which dh'/dfx exceeds +40 km/MHz. When there is
only a short frequency range between fmin and the first critical frequency, it may be necessary to use

smaller values of Df so that 5 points can be scaled before peak retardation becomes important (Section
8.2.3).

Very large virtual heights, at frequencies less than 0.1 MHz above a critical frequency, should
not be scaled. Any such points are ignored by POLAN, since the virtual heights depend more on the
precise density and thickness of the E layer peak than on the size of the E-F valley. These highly
retarded rays also have Targer horizontal deviations, and so are more likely to be affected by the
presence of horizontal gradients in the ionosphere.

The use of extraordinary-ray data by POLAN is discussed more fully in Sections 8 and 9, and in
Appendix B.2. Scaling rules are most important with difficult ionograms, and are designed for maximum
reTiability, consistency and accuracy under difficult conditions. Suitable rules for selection of
start and valley data, incorporating the above considerations, are given below.

(i}  Virtual height traces with ldh'/dfl > 200 km/MHz are ignored in start and valley calculations
{Section 8.5.2). With this proviso, scalings commence from the lowest observed frequencies.

(i1} About 5 X-ray points are scaled, using a frequency interval Df > 0.05 MHz. X-ray data then
cover a range of at Teast 0.2 MHz, to give a reasonable measure of the changes in h'x - h'o.

(i11) For both 0 and X rays we use frequency intervals Df < 0.2 MHz, giving a maximum range of about
0.8 MHz for the 5 points (for each component) used in a start or valley calculation.

{iv) Scalings should not extend up to frequencies where there is appreciable retardation due to a
cusp or peak. In some cases this will require use of a smaller value of Df, to obtain 5 points
for a start calculation.

(v) If FRxmin 1is the plasma frequency at reflection of the first scaled X ray, O rays should not
be scaled at frequencies less than about  FRxmin - 0.2 MHz. Thus if fxmin 1is the lowest
usable X-ray frequency, O-rays are not scaled at frequencies below about fxmin - 0.8 MHz.

{vi) If X traces are observed to plasma frequencies FRx lower than the minimum O-ray frequency
fmin, they may be scaled down to a plasma frequency of about fmin - 0.4 MHz corresponding to
a wave frequency of about fmin + 0.3 MHz. This is subject to condition (i) above.

The reasons for (v) are the same as those incorporated in (iii). Information about the unseen
fonisation is contained primarily in the quantity h'x - h'o, for 0 and X rays reflected near the
same real height. Inclusion of lower O rays only, adds little information about the unseen region but
increases the range (and hence the possible complexity) of the reflecting region used in the start
calculation. (vi) allows a larger range of acceptance for X-ray data, without corresponding 0 rays,
since the X rays are more affected by retardation in the unseen region.
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For vroutine use, the above rules may be shortened to:

(a) Ignore low-frequency traces which are curling up with a gradient greater than 200 km/MHz.
{b) Ignore X traces showing retardation in a following peak.

(c) The lowest scaled frequencies fmin (O-ray) and fxmin (X-ray) should be such that
fmin + 0.3 < fxamin < fmin + 0.8 MHz.

(d) Scale 0 and X traces at a frequency interval of about 0.1 MHz.

10.5 Selection of a Value for START

When extraordinary ray data are available to calculate a starting correction, the value of START
given in the call to POLAN {or calculated within POLAN, if the given value is zero) is used only to
define a suitable mean height at which to calculate the gyrofrequency for the underlying jonisation.
The normal O-ray values of START are quite appropriate for this purpose (Appendix C.5), so use of
X-ray data requires no change in the input parameters to POLAN. The normal X-ray starting model
consists of a linear slab or lamination covering a range of plasma frequencies from 0.3fmin to
0.6fmin, where fmin is the Towest plasma frequency at which a virtual height (0-ray or X-ray) is
given. The first real-height polynomial then begins at 0.6fmin (Section 8.3). If the parameter START
is negative we get the alternative start correction consisting of a single real-height polynomial
from a frequency of 0.5 MHz (or 0.8fmin if this is less than 0.5 MHz; Section 8.6). This gives added
flexibility in the start region when fmin is large, and so tends to give more variable results.

Ordinary ray calculations begin with a real-height polynomial from a starting frequency fg which
is less than the lowest data freguency fmin. fg is nominally 0.5 MHz, but is kept within the range
0.35fmin to 0.6fmin. When START = 0, POLAN obtains a starting height hg by a bounded
extrapolation of the first few virtual-height points, as described in Section 6.2(a). If no starting
correction is desired, use START = -1.0. The real-height calculations then begin directly from the
first scaled frequency, with a height equal to the lowest of the first three virtual heights.

Inadequate starting data is a common difficulty, and the main source of error in analysis of the
daytime E Tayer and the night-time F layer. For maximum accuracy and reliability a model value of
START should be used to define a suitable starting height hg.  The optimum value depends on local
time, season and (to a lesser extent) on the latitude of the recording site. Suggested model values,
derived from an analysis of published D region and night-time E region profiles, are described in
Sections 6.3 and 6.4. For daytime conditions, when a normal E-layer trace is present, Table 4 is used
to obtain a suitable, consistent model value for START. At night, when there is no E-layer trace, the
value of START is obtained from Fig. 4. If the E-layer trace can be scaled, near sunrise and sunset,
START is set equal to about 90 km {as shown by the thin Tines in Fig. 4).

For some purposes an approximate mean starting correction is adequate. The following values of
START, based on the results of Sections 6.3 and 6.4, can be used for stations at all latitudes and at
all seasons.

START = 80 km within a few hours of local noon.

START = 88 km about 2 hr after sunrise, or 2 hr before sunset, when an E-layer trace is
still present.

START = 90 km near sunset and sunrise, when the E-layer trace is still observed.

START = 80 km near sunset and sunrise when data begins in the F-region.

START = 100 km at 1 hr after local sunset.

START = 130 km at 2 hr after Tocal sunset.

START = 150 km from 4 hr after sunset to 1 hr before sunrise.

When only ordinary ray data are available, these entered values for START provide a model starting
height hg which gives a consistent, mean allowance for the effects of low-density ionisation. When
combined 0 and X ray data are used to calculate an improved starting correction, the same values of
START provide a suitable mean height at which to calculate the gyrofrequency for the underlying
ionisation (Appendix C.5).

When many ionograms are being analysed from one station, tables are prepared (from the data in
Sections 6.3 and 6.4) giving the value of START as a function of season and local time. For more
general use an approximation to these values of START can be calculated for each ionogram, within the
analysis program. This requires that the station latitude, and the date and local time of each
ionogram, have been entered as outlined in Section 10.1. The solar zenith angle X is then calculated
from the equation in Section 6.3(b). When X is less than 95°, and virtual heights are recorded from
the E layer, START is set equal to the value of hg 5 calculated from equation 10 of Section 6.3.

At night, when an E layer trace can not be scaled, the value of X is used to obtain a suitable value
of hg by numerical interpolation in the results of Figure 4.
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11.  SCALING AND ANALYSIS WITH THE PROGRAM SCION
11.1 OQutline

In this section the practical use of POLAN is illustrated in terms of a specific implementation,
using a programmable digitizer. The programs involved were developed originally by McNamara (1978,
unpublished) for use at the WDC-A, Boulder. A similar system at the Ionospheric Prediction Service
(Sydney), using a Summagraphics Bit Pad and an LSI11/03 computer, is described by McNamara (1982).

A11 calculations use the standard or 'default' options in POLAN. The scaling procedure described here
offers an alternative to the system outlined in Section 10.1, in which data are scaled directly in the
order required by POLAN.

The complete analysis involves three stages:

(a) Digitize the ionogram, using a scaling table, to create a computer file with frequency, height
data points in arbitrary units. This process will vary with the type of scaling table used. The
digitised data are read line by line by the program SCION, and must be in the form detailed below
and in the listing of SCION (Appendix F.5). Typical steps involved in the digitizing process are
described in Sections 11.2 to 11.4 below.

(b) Correct the data points for non-linearities in the ionogram, convert them into actual frequencies
and heights, and combine ordinary and extraordinary ray measurements into the form required by
POLAN.

(c) Run POLAN to obtain the required N(h) profile.

The digitizing procedure in step (a) was developed for use with a Hewlett Packard 9864A digitizer
and digitizing table. An appropriate program was written for the associated HP 9821A calculator by
McNamara. Descriptive headings (Section 11.2), coordinates (Section 11.3) and data points (Section
11.3) are entered into a file which we shall call NHDATA. At the end of each logical step in the
digitizing process, identified by the digitizing of an "off-scale" point, the display flashes and a
prompt message appears to indicate the next step.

Data points are recorded as 6 pairs of (frequency, height) coordinates per line of file. After
6 points, the system is inactive while a carriage return is executed. Do not digitize during this
period. After the carriage return, the current prompt is repeated. When the complete ionogram has
been digitized the entry (or TEXT) mode of the digitizer is termir ted by control/C. The file is
then packed (with the instruction PACK) and saved (by SAVE NHDATA). The resulting file NHDATA
provides all input data for the program SCION.  NHDATA may be edited as required, to alter the
header data or to correct or delete scaled points, if the initial run with SCION appears
unsatisfactory.

Step (b) above is performed by the program SCION, which takes its input data from the file
NHDATA (on unit 6). Correction of the data points is carried out using the subroutines DESKEW and
INTERP. DESKEW corrects all data pairs for departures of the ionogram axes from a rectangle parallel
to the axes of the scaling table. INTERP converts the scaled and deskewed positions into frequencies
and heights; this is done by 4-point polynomial interpolation in scaled frequency and height marker
positions. Finally SCION combines the 0- and X-ray data into the form required by POLAN (Section
10.2). The data points are printed by SCION, before and after correction, to provide a check on the
overall scaling process. Listings of SCION, DESKEW and INTERP are given in Appendix F.5.

In step (c) SCION first prints the virtual-height data to be analysed, and writes it to an
output file {on unit 7) for plotting purposes. POLAN is then called to carry out the real-height
analysis, using the standard default modes. The type of analysis can be adjusted if required by
altering the parameter AMODE in Section (G) of SCION; the use of AMODE js described in Section
10.2.1. During the analysis POLAN produces some printed output relating to the overall Tayer
parameters; this is described in Section 10.3.2. After the analysis SCION Tlists the height,
frequency points which define the calculated real-height profile. These results are also written to
a computer file (unit=7) for plotting and interpretation.
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11.2 Entering Initial Specifications

Throughout this section the digitizer should be in the "INTERNAL" mode, in which data are
accepted directly from the keyboard. The display shows appropriate prompts at each stage to indicate
the type of entry required.

The digitization procedure is initiated by the normal END, EXECUTE, RUN PROGRAM  sequence on
the HP9821A. The digitizing program first gives the prompt "HEADER", to remind the user to enter
data describing the jonogram. This prompt may be ignored if desired, provided the appropriate 4 lines
[(1) to (4) below] are added to the file NHDATA  before its use by SCION.

PROMPT: HEADER???

Before any digitization has taken place, the terminal will be in the INTERNAL mode. If a
previous ionogram has just been finished, switch from EXTERNAL to INTERNAL mode. Four lines of
text should now be entered, corresponding to the first four READ instructions of SCION as detailed
below.

(1) READ (6,901) IEXIT, HEADC - in FORMAT (14, 19A4).

Use IEXIT = 1 if another ionogram is to be digitized, and IEXIT = 0 1if all required ionograms
have been digitised. IEXIT = 0 causes a normal stop of SCION. The 19A4 format is for any
descriptive header HEADC, and is usually left blank if IEXIT = 0.

(2} READ (6,902) DIP, FB, START - in FORMAT (3F5.2).

DIP is the magnetic dip angle in degrees. FB is the gyrofrequency at ground level {(in MHz),
given by FB = 2.80 B where B is the magnetic field strength in gauss (1 gauss = 10-4 Tesla).
POLAN assumes an inverse-cube variation of FB with height. Values of DIP and of the gyrofrequency
FH at 200 km height can be obtained from the Atlas of Ionograms (report UAG-10). To use the
height-varying gyrofrequency in POLAN, the ground value is calculated from FB = 1.097 FH. If a
constant gyrofrequency FH 1is to be used at all heights, this value is entered as FB = -FH.

START is normally an assumed (model) real height at a plasma frequency of 0.5 MHz. Selection of
a value for START is discussed in Sections 6.3 and 10.5.

(3) READ (6,904) (FM(I), I = 1,20) - in FORMAT (20F4.0).

This input specifies from 2 to 20 frequency marker values, in MHz, whose positions are to be
digitized. The scale is assumed linear-in-In(f) if only two markers are specified. Otherwise a
four-point polynomial interpolation of 1In(f) is used for the frequency scale. The markers actually
digitized must correspond to those specified here, in number and in frequency. A common input
sequence at this point will be 1, 2, 4, 8, 16.

(4) READ (6,904) (HM(I), I = 1,20) - in FORMAT (12F5.0).

Specify from 2 to 20 height marker values, in km, whose positions are to be digitized. The scale
is assumed linear if only two markers are specified. With additional markers a 4-point height
interpolation is used. The markers digitized must correspond to those specified here, in number and
in height. If the height scale of the ionograms is accurately linear, the input here could be 100,
600. If there is any doubt about the height Tinearity a better sequence would be 0, 200, 400, 600.

11.3 Defining the Ionogram Coordinates

The digitizer is now switched to "EXTERNAL" and all further input is taken from the digitizing
table.  "End-of-layer" and "End-of-ionogram" information is entered by scaling points outside the
normal area of the ionogram, as described below and in Section 11.4. The image or tracing to be
scaled is of the general form shown in Fig. 26. In preparing a tracing, particular care must be taken
in accurately identifying and tracing initial sections of the ordinary (0) and extraordinary (X)
echoes. The corners (1) to (3) in Fig. 26 are formed by the intersection of two height markers, and
two frequency markers or interference bands. The area to the bottom left of corner 1, called
"OFF-SCALE', 1is used to terminate each digitizing sequence. Areas to the top left of corner 2 and to
the top right of corner 3 indicate the end of data from a given ionospheric layer. The corner areas
must Tie outside the area covered by the ionogram itself.
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After scaling of the height markers, and switching the digitizer to EXTERNAL, the display shows
PROMPT: CORNERS?

Move the cursor well into the ‘“off-scale" region (far bottom left) and press the "0" button.
Then digitize the positions of the four corners of the tracing, clockwise from bottom left. These
four points are used to "deskew" all later coordinates. Finally, digitize another "off-scale" point.
This produces the next prompt:

PROMPT: FREQUENCY MARKERS?

Digitize the position of all frequency markers previously specified. The height at which the
markers are digitized is not directly relevant. Using the points where the frequency markers cross
the 200 km height line will generally give maximum accuracy with distorted ionograms. After 6 values
have been entered, a carriage return is automatically inserted and the same prompt given again. After
all the markers have been digitized, digitize an ™off-scale" point; this will cause the next prompt:

PROMPT: HEIGHT MARKERS?

Digitize the position of all height markers previously specified. Again it is preferable to
record the height markers at some frequency near the center of the section of the ionogram to be
scaled. The marker series is terminated with another "off-scale" point.

NO FC SCALED
(2) @ ¢
foF2
600" f,F1 l

Scale Downgoing
X-trace only.
4

400 f,E fE

Scale Down-
going trace
only.

200}~ //
t 1 i I 1 !
(1)] 25 3 4 5 6 8
"OFF
SCALE”

Figure 26. An ionogram showing separate E, F1 and F2 layers, and the corner
areas used to pass information to the digitiser program.
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11.4 Scaling the Ionogram

11.4.1 Entry of ordinary ray data

PROMPT: 0 TRACE?

Ionogram scaling normally begins at the lowest observed ordinary (0) ray frequency fmin. The
first few points are scaled at a freguency interval of about 0.1 MHz. Thereafter the interval may be
increased, to 0.2 MHz or more, in regions where the virtual height is changing slowly. Enough data
points should be digitized to permit accurate reproduction of the virtual height curve. Suggested
rules for the selection of data to be scaled are summarised in Section 10.4.2.

Digitizing continues up to the critical frequency defining the end of the first layer (foE in Fig
26). If the critical frequency can be defined accurately using traces from both the E and F layers it
should be scaled, at any convenient height. The end of data from layer 1 is then indicated by scaling
a point to the top right of corner (3). If the critical frequency is not scaled, end of data for
layer 1 is indicated by scaling a point to the top Teft of corner (2).

For multi-layer ionograms, the second (F-layer) trace is digitised from just above foE up to the
next critical frequency. This is normally foF2, although there may occasionally be a true
discontinuity, and a critical freguency, at foFl (as in Fig. 26). Scaling of the second layer
terminates with a "top left" point if the critical frequency is not scaled, or a "top right" point if
the critical frequency is scaled.

Any additional layers are scaled in the same way, each data set terminating with a "top right"
or "top left" point according as FC was or was not scaled. Finally, the end of the ordinary ray data
is shown by digitizing an "off-scale" point. The digitizer program will then display a prompt for
extraordinary ray data.

11.4.2. Entry of extraordinary ray data.

After the "off-scale” point signalling the end of O-ray data, any useful X-ray data should be
scaled. The selection of 'useful' data is discussed in Section 10.4.3. For start calculations, 6 to
8 points are scaled at the low-frequency end of the X-ray trace, using a frequency interval of about
0.1 to 0.05 MHz. When X data are scaled, SCION can incorporate this correctly only if it can identify
each of the layers used in the O ray scaling. So if there are no useful X data for one layer, two
“top-left" points must be digitized. When useful X data are available they are digitized normally
and terminated with either

(a) a "top-left" point if the trace does not give a useful estimate of the critical frequency FCx,
(b) scaling of the critical frequency followed by a "top-right" point.

Thus at least two points are digitized for each layer, even if the X trace is not present. Any
scaled critical frequencies provide additional input for the least-squares peak calculation in POLAN.

The digitizer program assumes that 0 data have been scaled for three layers, called for
convenience the E, F1 and F2 1layers. Separate prompts are given for each layer, to help the
operator in correctly terminating each data set. Data are digitized in order for each of the layers
which were scaled with the 0 ray. Thus when only the night-time F layer is present, X-ray data for
this layer are scaled in response to the first (“E-LAYER X?") prompt, and scaling is then terminated
with an "off-scale" point.

Completion of the O-trace scaling by digitizing an "off-scale" point gives the first X-trace
prompt:

PROMPT E-LAYER X7

If there is a suitable E-layer X-mode trace present for daytime ionograms, OR a suitable F-layer
X-mode trace present for night-time ionograms, digitize 5 to 9 points on the initial part of the
trace using a frequency interval of 0.1 to 0.05 MHz. If the X-trace gives a reasonable estimate of
the (X-mode) critical frequency, this frequency should next be digitized followed by a "top-right”
point. If the critical frequency is not scaled, terminate the data for the first layer with a
“top-left" point.
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PROMPT F1-LAYER X?

If there was no second layer in the O-ray data, digitizing is terminated with an "off-scale"
point. If the O data included a second layer, but there is no X-trace for this Tayer, digitize a
"top-left" point; this is followed by an "off-scale" point if there are no further layers, or a
second “top-left" point if a third layer is present.

When a suitable X trace is present for the second layer, digitize 5 to 9 points on the initial
(downgoing) part of the trace. Finally digitize the X trace critical frequency and a "top-right”
point, OR digitize a "top-left" point only.

PROMPT F2-LAYER X7

Repeat the above digitizing sequence for any third layer. Note that the F1 and F2 portions of
an ionogram should be treated as two separate layers only if they are truly separated, with an
intervening valley. This occurs only when the F1 trace tends to a vertical asymptote (at foFl) and

is not connected to the F2 trace, as in Fig. 26. In the example of Fig. 24 (Section 10.4.1) there is
only one F layer.

PROMPT HEADER???

Switch to INTERNAL and proceed as in (1) of Section 11.2. Thus if another ionogram is to be
digitized, or the same one digitized again, key in the value one for IEXIT. Otherwise set IEXIT =0
to terminate.

This completes the jonogram scaling.
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APPENDIX A.  THE ACCURACY OF THE CALCULATED PROFILES
A.1 Relative Accuracies With Smooth Virtual Height Curves

The analysis of a finite number of exact virtual-height data points does not, in general, give
exact real heights. Errors are introduced primarily through the inability of the analysis procedure
to reproduce exactly the true variation of plasma frequency with height between the scaled
frequencies. For the simplest method of analysis using linear laminations (Mode 1 in POLAN) results
are good only when the true variation is approximately linear. Similarly the use of parabolic
laminations (Mode 2) is satisfactory when the true gradient varies smoothly, but becomes inaccurate
if the second derivative varies appreciably within one frequency interval Af.

Errors in the Tinear lamination analysis can be estimated directly from the rate of change of
gradient of the real-height profile (Titheridge, 196la, Appendix). For higher order methods, however,
direct calculations are difficult and relative accuracies must be determined by practical tests.

Mode 1 of POLAN corresponds exactly to the widely-used linear lamination analysis. Mode 2 gives the
parabolic lamination analysis; it is shown in Section 4.2 that this mode gives results which are
effectively identical to those obtained from the best of the parabolic-lamination methods used by
other workers. The different modes in POLAN can therefore be used to give an accurate assessment of
the relative accuracy of the linear, parabolic and overlapping-polynomial techniques.

For an ionospheric real-height profile represented by h =a + b.Fn + c.FNZ, analysis of
calculated virtual-height data gives exactly correct results (to within round-off error) for Modes 2
and above. For data corresponding to a profile h =a + b.FN + c.FNZ + d.FN3 + e.FN4,
all of the polynomial methods (Modes 4 to 9) produce the correct real heights while Modes 1 and 2 give
appreciable errors. Comparison of different methods must therefore be done carefully, using profiles
which cannot be represented by simple polynomial expressions. In the present work two profiles have
been used to determine the relative errors of the different methods when appiied to smoothly varying
virtual-height data. These profiles are a parabolic layer and a Chapman layer, both with critical
frequencies of 7.0 MHz. A1l calculations are for a dip angle of 67° and a gryofrequency of 1.2 MHz;
the changes at other dip angles are considered in Appendix B.3. The following precautions were taken
to avoid including errors due to starting or peak effects in the comparison.

TABLE Al. The mean absolute errors (in metres) for a parabolic layer with a scale
height SH of 75 km and a critical frequency FC of 7 MHz. The means include all
frequencies up to FM-3Af (using virtual heights to FM for Mode 7, to FM-Af for
Modes 5 and 6, and to FM-2Af for Modes 3 and 4). Values in italics give the mean
error for each value of Af, relative to Mode 2 (parabolic laminations).

Af FM  Mode = 1 2 3 4 5 6 7
0.1 6.85 195 1,28 0.38 0.03 0.02 0.03 0.01
6.9 201 1.44 0.48 0.04 0.02 0.04 0.01

146  1.00 0.32 0.026 0.015 0.026 0.007
0.2 6.7 351 3.52 2.66 0.08 0.07 0.04 0.05
6.8 359 3.94 3.08 0.12 0.10 0.05 0.07

95 1.00 0.77 0.027 0.023 0.012 0.015
0.3 6.6 493 6.34 4.60 0.20 0.17 0.05 0.09
6.7 489 6.74 5.00 0.24 0.23 0.07 0.14

76  1.00 0.73 0.034 0.031 0.009 0.018
0.4 6.4 559  8.12 5.17 0.28 0.25 0.07 0.12
6.6 568 9.17 6.48 0.38 0.40 0.11 0.20

65 1.00 0.67 0.038 0.038 0.010 0.019
0.5 6.3 532  8.90 6.62 0.37 0.37 0.15 0.16
: 6.5 621 11.07 8.77 0.52 0.60 0.23 0.29

58 1.00 0.77 0.045 0.049 0.018 0.023

Mean Relative: 88 1.00 0.65 .034 .031 015 016
Analysis order 1 2 3 4 5 6 7
Fitted data 1 2 3 4 6 8 11
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(a) For the parabolic layer the virtual heights were calculated assuming no ionisation below the
point where the plasma frequency FN = 0.9 MHz. Analysis was started from 0.9 MHz, using START = -1
in POLAN to give an accurate direct start (Section 6.2(d)), and with several closely spaced data
points at the beginning to ensure that all methods began accurately. For the Chapman layer, analysis
began in the Tinear region commencing at 2.8 MHz and used virtual-height data which ignored ionisation
below this point. A direct start was again used, with the inclusion of additional data points near
2.8 MHz to ensure an accurate start for all methods.

(b) Modes 5 and 6 use virtual heights at two frequencies above the frequency at which a real height
is being calculated (Figure 1 of Section 5). Mode 7 uses three such points. So to obtain an accurate
comparison of the basic analysis techniques at a fixed value of Af, unaffected by peak fitting
procedures, the last three calculated heights are ignored.

Virtual heights were calculated for the parabolic and Chapman layers, for different (constant)
values of the frequency interval Af and different values of the highest frequency FM. These heights
are accurate to within 0.2 metres, and involve no assumptions about profile shape. They were analysed
with each of the single-step modes of POLAN (the Modes with NH = 1 in Table 1) and the absolute
errors averaged to give the results shown in Tables Al and AZ.

The errors increase steadily as Af or FM increuwse. The relative errors for the different methods
(shown in italics, for each frequency interval Af) show an improvement of about 90 times between the
Tinear and parabolic lamination techniques in Table Al. A further improvement of 30 to 60 times is
obtained by the use of polynomial methods. In Table A2 there is an improvement of about 50 times when
going from linear to parabolic laminations and a further improvement of 10 to 30 times for the
polynomial methods.

The improvement from Mode 4 to Mode 5 is often small, due to the introduction of a least-squares
fit rather than an exact fit. Mode 5 fits a five-term polynomial to six data points, giving some
smoothing of the data which tends to increase errors when analysing precise data. Mode 6 uses six
terms fitting eight data points (Table 1 and Figure 1)}. It therefore gives additional smoothing in
general, although the incorporation of additional constraints still gives an increased accuracy. For
Mode 7 (6 terms fitting 10 constraints) the least-squares smoothing is considerable and gives a slight
decrease in accuracy when analysing precise data. With normal data containing fluctuating errors,
however, the smoothing is a distinct advantage and we would expect this procedure to provide the most
accurate real heights.

TABLE A2. Mean absolute errors in the calculated real heights of a Chapman
layer with SH =75 km and FC = 7 Mhz. Values in italics give the mean
error relative to mode 2.

Af FM  Mode = 1 2 3 4 5 6 7
0.1 6.85 96  1.56 0.89 0.09 0.03 0.03 0.02
’ 6.9 101 1.76 1.25 0.11 0.03 0.04 0.02
69.3 1.00 0.64 0.060 0.018 0.021 0.012
0.2 6.7 136 4.34 2.03 0.15 0.06 0.03 0.04
' 6.8 149 4,76 2.86 0.21 0.10 0.05 0.08
31.3 1.00 0.54 0.040 0.018 0.009 0.013
0.3 6.6 146 7.48 3.42 0.28 0.20 0.06 0.12
: 6.7 166  8.37 4,31 0.36 0.30 0.09 0.19
19.7 1.00 0.49 0.040 0.032 0.009 0.020
0.4 6.4 119 9.97 4.07 0.37 0.31 0.10 0.14
: 6.6 158 12.38 6.40 0.56 0.59 0.18 0.31
12,4 1.00 0.47 0.042 0.040 0.013 0.020
Mean Relative 30.7 1.00 0.535 0.045 0.027 0.018 0.016
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A.2 The Analysis of Irregular Profiles

The accuracy of an N(h) analysis procedure depends on the accuracy of interpolation between
real-height data points (Titheridge, 1975a). The accuracy improves (in general) as the order of the
interpolating function increases, as long as instabilities are avoided. Instabilities show primarily
as an oscillation in the calculated real-height points following a cusp or other discontinuity in the
virtual-height data. This effect is minimised by using Teast-squares solutions with higher order
polynomials.

The behaviour of different methods when applied to virtual-height data with cusps or other
irregularities is investigated in Titheridge (1982). When the frequency interval Af is too wide to
define adequately the changes in real or virtual height, all methods give a similar smooth profile
across the cusp region. As Af decreases, however, the higher order methods give a more rapid
improvement than the Tamination techniques since they can more readily reproduce the inflections in
the real-height profile.

Errors in the calculated profile across a cusp region give an incorrect gradient at the first
frequency above a cusp. This gradient error propagates to higher frequencies in an oscillatory
fashion, for all methods which require gradient continuity. The oscillations are appreciable only at
the first 3 or 4 frequencies following a cusp, and are largest for the parabolic lamination procedure.
The oscillations are reduced by a factor of about 1.5 for a fourth order polynomial analysis, and by
a factor of about three for higher order least-squares methods. They are effectively zero for POLAN
Mode 3 (as described in Titheridge, 1982).

A test profile adopted by U.R.S.I. Working Group G/6/2 (Titheridge et al., 1978) consists of two
overlapping Chapman layers giving a virtual-height trace with a typical cusp. This is shown in Figure
Al. Precise virtual-height data were analysed by different members using their own selection of data
points and without prior knowledge of the correct result. Real heights were to be determined at a
given series of frequencies; this required interpolation in the calculated real-height arrays and was
designed to test accuracy at and between calculated points.
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FIGURE Al. The real-height profile (consisting of two superposed Chapman
layers) used to produce test jonograms with a large cusp at 4.2 MHz.
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TABLE A3. The accuracy of real-height calculations for the model of Fig. Al,
using 56 data points concentrated near the cusp. Errors (in metres) are for
interpolated heights at 22 given frequencies, for an independent parabolic
lamination analysis and for Modes 2 to 6 of POLAN.

f(MHz) Parabolic POLAN2  POLAN3  POLAN4  POLAN5  POLANG

0.905 5 1 1 1 1 1 m
1.505 20 7 7 0 0 0
2.002 19 8 9 0 0 0
2.503 15 5 6 -1 0 -1
3.004 15 5 2 -2 -1 -2
3.505 15 9 -5 -2 -1 -2
4.005 40 40 -58 -10 -3 -10
4.056 39 35 -69 -12 -5 -11
4.105 49 57 -71 -8 2 5
4.156 32 45 -32 -3 2 6
4,207 30 23 -39 -7 -3 -8
4.256 31 31 ~41 -5 -2 -1
4.303 32 29 -37 -5 -3 -5
4.355 36 37 -33 -5 -4 -3
4.501 34 34 -26 -4 -3 -1
5.002 37 36 -3 -3 -1 1
5.503 39 36 -2 -3 -1 1
6.004 38 35 -10 -4 -1 -1
6.505 48 48 -36 -6 -3 -4
6.606 49 48 -33 -6 -2 -6
6.707 54 54 -30 -8 -2 -4
6.808 71 74 -28 -12 -5 -8
RMS Error= 36.9 37.1 33.6 6.0 2.5 4.9m.

The specified frequencies are given in the first column of Table A3. The next column shows the
real-height errors in metres for the most successful of the parabolic-lamination results. This used
minimum frequency spacings of 0.02 and 0.03 MHz across the cusp region (near 4.2 MHz). Results for
POLAN Mode 2 using exactly the same virtual-height data are given in the third column of Table A3.

The only consistent differences between columns 2 and 3 arise from the better start achieved by POLAN
(probably due to the use of laminations parabolic in FN rather than in FNZ). Differences across the
cusp region are caused entirely by the interpolation procedures. For the parabolic-lamination
results, heights were obtained at the specified frequencies using the actual parabolic expressions
determined for each interval. POLAN results used (in all cases) a second difference interpolation in
the array of calculated real heights. This gives slightly less accuracy in irregular regions, but
does not require any more information than is obtained in the calculated (height, frequency) arrays
and so is the procedure normally used for determining intermediate points. If we compare heights at
the frequencies used in the analysis, the parabolic-Tamination and POLAN 2 results agree to within 1.5
m at all points between 4.0 and 5.0 MHz. Thus the analysis given by POLAN Mode 2 is representative of
the best that can be achieved using parabolic laminations.

The RMS error for each method is given at the bottom of Table A3. By this measure POLAN 2 is
identical to the parabolic lamination result. Compared with these methods the errors are smaller by
a factor of 5 for POLAN 4, and a factor of 10 for POLAN 5. Maximum errors in the cusp region are
reduced by a factor of 2 or 3 for POLAN 4, and 4 or 5 for POLAN 5. For POLAN 6 (which fits a 6-term
polynomial to 8 data points) the increased smoothing given by the least-squares fit leads to increased
errors in the region of greatest curvature (just below the cusp). This smoothing will, however, be an
advantage in the presence of typical fluctuating data errors. [Note that Modes 4 to 6 were labelled 3
to 5 in the original test, and errors from 4.25 to 4.5 MHz were appreciably greater since POLAN then
used only a linear-lamination approximation for underlying sections rather than the procedure
described in Appendix D.2.]

Results obtained by analysing the same virtual-height profile using different, constant values of
the frequency interval Af are shown in Table A4. The errors given here are the mean absolute value
and the RMS value of the errors at equally spaced data frequencies, from 1.0 to 6.8 MHz inclusive.
Largest errors occur near the cusp, in all cases, since errors near the peak (at frequencies up to 6.8
MHz) are reasonably small with these values of Af. The RMS error reflects primarily the maximum

errors in the cusp region, while the mean error includes a larger contribution from the post-cusp
error.
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TABLE A4. The error in metres obtained by analysing virtual-height data for the
profile of Figure Al, at a dip angle of 67°, for three different values of scaled
frequency interval Af. Solid type gives the mean absolute error, and the RMS error,
from 1.0 to 6.8 MHz inclusive. Values in italics show the average of the Mean and
RMS values, relative to the results for Mode 2 {parabolic Taminations).

POLAN Mode = 1 2 3 4 5 6 7
Af=0,1

Mean: 353 63.6 31.6 16.9 19.8 16.7 39.4

RMS: 491  80.8 54.3 40.3  36.2 28.7 76.9

Relative: 5.84 1.00 0.59 0.40 0.39 0.31 0.80
Af=0.05

Mean: 223 25.2 13.7 5.5 7.3 6.6 5.7

RMS: 305 28.5  21.0 9.1 11.9 11.2 8.3

Relative: 9.83 1.00 0.65 0.27 0.36 0.33 0.28
Af=0,025

Mean: 306 25.3  20.1 3.7 2.3 2.4 2.9

RMS: . 393  30.5 27.8 4.9 3.8 3.8 4.8

Relative: 12.63 1.00 0.86 0.15 0.11 0.11 0.14

A1l errors in Table A4 are appreciably Tess for the higher order methods. The difference is
least at Af = 0.1 MHz, where the given data is insufficient to define the real-height variations and
all methods give a smoothed profile. At smaller values of Af the higher order methods improve more
rapidly, showing the greater ease with which they follow complex profile variations. We therefore
conclude that the analysis order represented by POLAN Mode 5 or Mode 6 gives an appreciable
improvement on procedures currently in use (which correspond to Modes 1 and 2), for both smooth and
irregular profiles, at large and small scaling intervals. The overlapping-cubic procedure (Mode 3)
eliminates any oscillatory tendencies with irregular profiles. Such tendencies are, however, auite
small with the higher order polynomials. The higher modes are therefore generally preferred.

A.3 The Effect of Errors in the Virtual Height Data

{i) Basic errors in virtual height

There are several possible sources of error in the basic relation giving h' as an integral of
n'dh.  Even in the absence of collisions, the ray theory assumed becomes inapplicable near the peak
of & layer; the errors are however appreciable only within about 0.01% of the critical frequency,
and so are of little concern.

Collisions made by electrons in the ionosphere reduce u' in the region near reflection, and can
considerably decrease the height h' obtained by a direct integration of the real part of p'. Under
these conditions, however, p is not zero at any real height and ray theory fails. In the absence of a
magnetic field, and replacing the true profile by a linear approximation near reflection, integration
in the complex plane shows that collisions have zero effect on the true value of h' (Titheridge,
1961b). Numerical calculations show that this result is generally applicable. An exact virtual
height is obtained by integrating the complex value of u', including the collision terms, up to the
complex height at which u' = 0. At all dip angles this gives, to within 0.1%, the same result as
integrating the no-collision expression for u' up to the classical reflection height (Titheridge,
1967a). The effect of collisions should therefore be ignored at all stages in the analysis.

A further assumption inherent in the expression for h', that of a vertically propagating ray, can
cause considerable errors. With an inclined magnetic field the 0 and X rays are deviated horizontally
in opposite directions through a distance of typically 20 km (Titheridge, 1959a). The horizontal
displacement is largest in the F region, so that the value of foF2 measured at mid latitudes commonly
applies to a point about 40 km polewards of the observing site. This deviation does not affect the
virtual heights for a horizontally stratified ionosphere, when the wave-normal remains vertical
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throughout. Errors will occur, however, if the ionosphere is not horizontally uniform, and detailed
comparisons of h'x and h'o to obtain information about the unseen regions will become unreliable.

The presence of large irregularities in the ionosphere can cause horizontal deviations of over
100 km {Lobb and Titheridge, 1977b). The rays avoid regions of decreased density, so a decrease
travelling over a station may pass unseen on the ionograms. A similar increase will appear perhaps
200 km larger (horizontally) than its true dimensions. In either case, when there is an irregularity
within a few hundred km of the station, ionograms do not give a reliable measure of even the overhead
critical frequency. Ray-tracing calculations show that, in the presence of a wave-like disturbance,
jonogram analysis gives most nearly the profile of the undisturbed ionosphere.

Experimental limitations restrict the accuracy of measured virtual heights. Serious errors arise
from the effect of pulse delay in the receiver, and from changes in the width of the recorded trace
with echo amplitude. Since measurements are normally made to the leading edge of the echo, these
effects cause the measured heights to be too large and to vary irregularly by as much as 10 or 20 km.
Many ionograms have a zero ervor of about 10 km, due to delay in the receiver; this error can be
determined by comparing the heights of multiple reflections. The effect of variations in the width of
the h'(f) trace has been studied, for a particular ionospheric recorder, by Lyon and Moorat (1956).
They found that the height measured to the leading edge of the echo changed by about one quarter of
the total change in the echo width. For other ionosondes the change in the position of the Teading
edge may be as much as half the change in the width of the recorded trace (e.g. Koehler and McNamara,
1975). For accurate results this variation should be determined and a corresponding correction made
when scaling the virtual heights.

The size of typical virtual-height errors Ah' has been considered by Koehler and McNamara
(1975). Uncertainties in the correction for receiver delay, and in the zero height correction,
produce virtual-height errors of about #1 km for strong echos and #2 km for weak echos. The errors
become largest where the virtual heights are changing most rapidly, through increased difficulty in
defining the leading edge of the echo and because small errors in frequency give large errors in the
corresponding virtual heights. The uncertainty in scaled frequencies is commonly 1 or 2 percent of
the frequency. Using cross-wires locked in the frequency direction, repeated scaling of the same
point by different persons showed random variations in virtual height (with two typical ionograms)
through a range of about 0.5 + 0.001(dh'/dInf) km, where 1Inf is the natural Togarithm of the
frequency in MHz. Errors in scaling the positions of the frequency markers add a further
uncertainty of perhaps 0.1% in the frequency axis, corresponding to a virtual-height error of about
0.001(dh'/dInf) km.

An exercise carried out within U.R.S.I. W.G. G/6/2 consisted of scaling a good-quality
midlatitude ionogram by different members. Results showed variations in virtual height of *2 km in
the E region and 5 km in the F region, where the virtual-height trace was approximately horizontal.
The variations increased near critical frequencies. Thus for typical ionograms and good quality echos
we expect overall fluctuations in virtual-height, due to scaling errors, of roughly

Ah' = 2.0 + 0.001{(dh'/dInf) km in the E region, (A1)
and Ah' = 4.0 + 0.002(dh'/dInf) km in the F region. (A2)

The gradient dh'/dInf is typically about 5000 km near a cusp, giving RMS errors in virtual height
of 3 to 10 km. Data acquired directly from modern digital ionosondes will eliminate most of these
scaling errors, although changes in echo amplitude may still give spurious changes in the recorded
virtual heights with some instruments.

(ii) Resulting errors in the real height

The accuracy of a calculated N(h) profile depends on the amount and accuracy of the given
virtual-height data and on the accuracy of the N(h) analysis procedure. It can be shown (Titheridge,
1975a) that errors in the given virtual heights produce approximately the same changes in the
calculated real heights for all methods of analysis. Using a frequency spacing OF of 0.2 MHz, an
isolated error Ah' in one virtual height produces a real-height error Ah with a mean value of
about 0.06Ah', at about 10 successive frequencies. For different values of Af, the errors were
found to vary approximately as Af0.6. The real-height error Oh is therefore

Ah = 0.064h' (Af/0.2)0-6
averaged over about 10 successive points. For random errors Ah' on all virtual heights, the mean

value of Ah will increase about 3 times. Thus for any method of N(h) analysis, random errors of
Ah' km in the virtual-height data produce real-height errors of the order of
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Ah = 0.5 (af)0-6an", (A3)

For typical virtual-height errors of about 2.5 km (RMS), and frequency intervals Af of 0.1 MHz,
(A3) indicates fluctuating real-height errors of about 0.3 km.

Calculated profiles also include a Targer but move slowly-varying error due to uncertainties in
the start and valley corrections. The effect of random errors on the start calculation is considered
in Appendix B.2. For virtual-height errors of about 2.0 km, the RMS error in the calculated starting
heights is about 5 km at dip angles less than 32°, and 10 km at dip angles above 40°. (The errors
become very large at dip angles near 35°, as shown in Fig. B4, when combined 0 and X ray calculations
for the unobserved regions become impractical.) For valley calculations the same virtual-height
errors give a RMS real-height error of about 15 km, just above the valley (Appendix B.2). These are
fundamental errors which will occur in all calculations, using a purely mathematical procedure based
on combined 0 and X ray data. Biasing of the results by the inclusion of suitably weighted physical
constraints in a least-squares analysis (as described in Sections 7.3 and 8.4) commonly reduces the
real-height fluctuations by a factor of about 2.

The errors introduced by incorrect start and valley corrections vary smoothly with frequency.
Continuous Tines in Fig. A2 show the change Ah in real height, as a function of the plasma frequency
f (expressed as a fraction of the gyrofrequency FH), for a change of 5 km in the assumed real height
at f = 0.5FH. Adding (or subtracting) any multiple of these curves from a profile does not alter
the virtual heights for the 0 ray. Figure A2 can therefore be used to determine the changes in real
height, at any frequency, caused by a change in the assumed size of the starting correction. As shown
by the broken line, the real-height changes decrease approximately as 1/f at increasing frequencies.

Corresponding results for the valley correction are given in Fig. 9 of Section 7.4. Changes in
the real height of the upper layer, due to changes in the assumed width of the valley region, vary
approximately as 1/f2 at frequencies near the critical frequency FC of the underlying peak. At
higher frequencies, greater than about 2FC, the real height changes vary approximately as 1/f.
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Figure A2.  Changes in real height, beginning at a frequency f of half the
gyrofrequency FH, that produce no change in the virtual height of the ordinary
ray. Results are shown for dip angles of 0° and 80°, assuming a change of
5 km in the real height at plasma frequencies of 0 to 0.5FH.
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APPENDIX B. DEPENDENCE OF THE GROUP REFRACTIVE INDEX ON DIP ANGLE.
B.1 Values of group index

The group refractive index u' varies only slowly with the plasma frequency FN when FN
is small, but du'/dFN increases rapidly near the reflection point and becomes infinite at FN = FR.
Changes in u' are therefore displayed more clearly if we use a variable T defined by

T2 = 1 - FN2/FRZ. (B1)

For the 0 ray at a dip angle I =0°, u'T is constant and equal to 1. dT/dFN 1is proportional to
1/T and, under all conditions, tends to infinity at reflection (where T = 0) in the same way as
du'/dFN.  Thus du'/dT s finite and well-behaved throughout.

For dip angles of 20°, 50° and 80° the ratio (u'y - 1)/{u'q - 1) 1is shown as a function
of T in Fig. Bl. The values of pu' are for ‘corresponding’ 0 and X rays, with the same plasma
frequency FR at reflection. Thus the curves in Fig. Bl give the ratio of the group retardations
of corresponding X and 0 rays, from the base of the ionosphere (T = 1) to the reflection point at

T=0. For a given dip angle, values of p' depend only on the ratios of the frequencies FN, FR
and FH. FN/FR is specified by T, while FR/FH appears as an independent parameter.

At a dip angle of 80° (the broken lines in Fig. B1) the group retardation ratio
Rx,o = {n'y - 1) /7 (e - 1)

varies considerably from T =1 to T = 0. Throughout most of the range 0 < FN < 0.98FR
(corresponding to T > 0.2) the ratio Ry o Ts large, with a comparatively constant value of about
2.3, 4.0 or 6.0 at FR/FH = 4, 2 or 1.4 respectively. Thus the ratio of the retardations for the X
and 0 rays is roughly constant and proportional to FH/FR at FN < 0.98FR. The ratio passes through
unity near FN = 0.99FR, corresponding to T = 0.13. For values of FN between 0.995FR and the
reflection point FN = FR (the range 0.1 to 0 in T), Ry o has a mean value of about 0.4 for all
values of FR/FH. :

At dip angles near 80° we therefore have two distinct regions causing differential retardation
of the 0 and X rays.

(a) For plasma frequencies FN within 0.5% of the value FR for reflection, the group
retardation of the X ray is about 0.4 times that of the 0 ray. The gradient at reflection
therefore causes about 2.5 times as much group retardation for the 0 ray as for the X ray.

(b) For plasma frequencies FN < 0.98FR the group retardation of the X ray over the region
0 < FN < 0.98FR is approximately 4 times that of the 0 ray. Underlying ionisation
therefore causes a large increase in h'y and a considerably smaller change in h'g.

Observed values of h'y and h'y can give no information about the distribution of ionisation
in any region where Ry o 1s approximately independent of FN. Thus if Ry g= R in a region
F1 < FN < F2, the group retardation of the X ray in this region is:

: _ (F2
Dh'y = J’Li(u'x - 1) (dh/dFN).dFN = RjFl(u‘o - 1) (dh/dFN).dFN

or Dh'y = R.Dh'y . (B2)
Changes in profile shape which do not alter the value of

F2
Dho = foj(u'o = 1) (dh/aFN).dFN

will not alter the value of Dh'y, and so they are not detectable. The ratio Ry o may vary
with frequency, i.e. with the value of FR. As long as it is approximately independent of FN over
the region_ F1 < FN < F2, however, changes in Dh'y are related to those in Dh'y by the known
constant R. Measurements of h'y then give no additional information.

The curves in Fig. Bl show that Ry o 1is approximately independent of T for T > 0.7,
corresponding to FN < 0.7FR.  This is true for all frequencies at dip angles less than 30° or
greater than 60°. At intermediate dip angles it is true for frequencies FR greater than 2FH. Under
these conditions, and taking FR as the minimum observed frequency fmin, no information about the
distribution of ionisation in the region FN < 0.7fmin can be obtained from the observed 0 and X ray
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Figure Bl. The relative group delays of the extraordinary and ordinary rays from the

base of the ionosphere (T = 1) to reflection (T =0). FR is the plasma frequency
at reflection for both X and 0 rays. FH is the gyrofrequency.
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Figure B2. The group delay ratio Ry o = (u'y - 1)/(u'y - 1) as a function of dip angle, for
plasma frequencies at reflection (FR} of twice and six times the gyrofrequency. The curves at
T= 0.85, 0.5, 0.25 and 0.1 correspond to FN/FR = 0.53, 0.87, 0.97 and 0.997 respectively.
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virtual heights. This is true for any method of analysis. Thus a basic requirement for a stable
analysis procedure is that it should not attempt to determine the distribution of ionisation in this
region.

Figure B2 shows the variation of Ry o with dip angle for 4 fixed values of T, corresponding
to plasma frequencies of 0.53, 0.87, 0.9/ and 0.995 times FR.  Solid lines are for typical start
calculations, with FR = 2FH. The broken lines, for FR = 6FH, are typical of valley calculations.
In both cases Rx,o increases with increasing FN (decreasing T) at I < 30°; decreases with
increasing FN from 30° to 70°; and increases with increasing FN at dip angles above about 85°.

Thus for dip angles of 0 to 20°, h'y - h'y is increased most by high density fonisation. This is
also shown in Fig. Bl, where the ratio Ry o increases as T tends to zero at dip 20°. At I > 40°
the values of h'y - h'y are increased by low density ionisation only. Thus in Fig. Bl, Ry.o 1s
greater than 1.5 for all T > 0.4 (FN < 0.92FR) at 50° dip, and for all T > 0.15 (FN < 0.99FR)

at 80° dip.

One anomalous point apparent in Fig. B2 is at a dip angle of 30°. Here the ratio Ry o is
approximately constant, at a given frequency, for all values of T. Thus we have Ry o = 1.44 £ 0.06
at FR = 6FH. For rays reflected at FN = FR = 2FH the total delays D = h' - HR are related by
Dy = ( 1.44 £ 0.06)Dy. The real height HR at the plasma freqguency FR is then

HR = h'g - (h'y - h'o)/(0.44 * 0.06).

At dip 30° observed virtual heights therefore give directly the real heights of reflection
(Titheridge, 1974b). The total delay h' - HR is also obtained in one step which involves no
assumptions or calculations relating to the distribution of the underlying ionisation. It follows
that no information can be obtained about the distribution of the underlying jonisation, at a dip
angle of 30°. Using the argument following equation (B2), Ry o fis constant for all FM < fmin
so that the region in which values of (dh/dFN) can not be found extends right up to the lowest
observed frequency fmin. A severe practical limitation also occurs near dip 35° (as in Fig. B4).
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Figure B3. Values of the group refractive indices u'y and u'p at I =67° and
FH = 1.18 MHz. p' becomes infinite at the reflection point where X, = 1.  Broken

lines show 3-term polynomial approximations, accurate to within 5% for X, < 0.84.
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B.2 Information obtainable using 0 and X rays

We have seen above that information about the distribution of unseen jonisation cannot be found
over any range of plasma frequencies FN for which the ratio Ry,o = (W'x = 1)/(u'g - 1) is
approximately constant. At all dip angles this range includes thé region” FN = 0 to FN = 0.7fmin,
for  fmin > 2FH. At most dip angles Ry,o 15 approximately constant over the range 0 < FN <
0.7fmin  for all frequencies down to 1.0FH, so that the distribution of ionisation is never
obtainable at FN < 0.7fmin.  An exception occurs for dip angles near 50° (Fig. Bl), when dR/dT is
quite large down to T =1 at FR=x FH. Observed virtual heights then depend on the distribution
of fonisation down to quite Tow values of FN/fmin, and good observations could be used to determine
this distribution.

Although (in general) the actual distribution of jonisation cannot be found at FN < 0.7fmin,
the overall effect of this region is measureable. The solid lines in Fig. B3 show the variation of
u'owith X, for FR = 1.7FH at dip 67° (from Titheridge, 1959b). Broken lines show approximating
expressions of the form

u'o= 1+ aXy + bXg4, where Xo = FN2/FRZ  in (B1)

These approximations have a maximum error of 5% for values of Xg up to 0.84, corresponding to

FN = 0.917FR.  The error is generally much less than 5%, and is of changing sign.  Thus for both 0
and X rays the overall group delay due to any region with FN < 0.9fmin is given to within about 1%
by

0.9fmin
D = j’ (k' - 1)(dh/dFN).dFN (B3a)
0
HA HA
= Af FN2.dn o+ B FN8.dh (B3b)
o} ¢}

where A = a/FRZ, B = b/FR® and HA is the height at which FN = 0.9fmin. The functions a, b,

A and B vary with frequency (i.e. with FR), but do not depend on the gradient dh/DFN 1in the region
FN < 0.9fmin.  Thus the only information which can be obtained about this underlying region is the
values of deh and fN4dh, where N is the electron density (proportional to FN¢).

The effect of errors in the virtual-height data can be calculated directly, and is independent
of the shape of the real-height profile. Suppose that exact virtual heights h'j produce real heights
hij. The analysis corresponds to a matrix transformation of the type

[H] = [M].[H'] (B4)
where [H'] is a column matrix giving the virtual-height data and [H] is the array of real heights.
This applies to exact and least-squares solutions, with a single component or with both 0 and X~ray

data. The matrix [M] is independent of the data and involves only the frequencies used and the
magnetic field constants.

Changes Dh' in the virtual heights produce changes Dh in the real heights, related by
[DH] = [M].[DH']. (B5)
Thus real-height errors are a linear function of the virtual-height errors. An error matrix E{(i,j)

can be derived which gives the real-height error at a frequency fi, due to an error ej; in the
virtual height h'j, as

Dhy = E(i,J) ej. (B6)
This means that an error of 1 km in the virtual height at the jth data frequency produces an error

E(i,j) km in the [ith real height. If each of the n virtual-height data points has a similar
random error, with a RMS value <e>, the RMS real-height error is

Dhi = Ej.<e> (B7a)
n

where Ei2 = 2 E(i,j)2 {(B7b)
i

Error matrices were obtained for slab start calculations using a 5-term real-height polynomial
(POLAN mode 5), with 5 O-ray and 5 X-ray data points at a frequency spacing of 0.1 MHz. Errors in
the calculated real-height profile, at two points in the unobserved range and one in the center of
the observed range, are Tisted in Table Bl. Mean real-height errors near the center of the scaled

91




frequency range, and averaged over both ranges of dip angle in Table B1, are typically as shown below
where <eo,> and <ey> are the RMS errors in the O and X ray virtual-height data.

For Start calculations with fmin = FH:

Dh = 3.0 <eg> for O-ray errors only (88)
Dh = 2.0 <ey> for X-ray errors only
and Dh = 3.0 <e> at <eg> = <ey> = <ed (B9)

If the virtual heights contain systematic errors, of ey km for the O-ray data and ey km for the
X-ray data, these give a real-height error of

Dh = 3.5e, - 2.5ey. (B10)

At dip angles near 35° the matrix [M] in (B4) becomes ill-conditioned. This occurs because
the variations of u'y and u'o with plasma frequency FN are very similar in shape at different
frequencies. Small changes in the virtual heights then produce large changes in the real heights.
Figure B4 shows the value of E;j defined by (B7), for a frequency fi in the center of the scaled
frequency range, plotted as a function of dip angle. A solid bar marks the region at dip angles
of 33° to 38°. Over this range the presence of even small errors in the virtual-height data makes
useful start calculations impossible.

The same problem is encountered for valley calculations, using combined 0 and X ray data, at dip
angles near 35°. This is indicated in Fig. 21 (Section 9.4) where changes in the assumed valley
depth produce increased fluctuations in the calculated profile near DIP = 35°, even with exact data.
For valley calculations the frequencies used are well above the gyrofrequency, so the difference
between O and X-ray data decreases. This gives an increased sensitivity to data errors at all
dip angles. When the critical frequency of the underlying (E layer) peak is about 3.0 MHz, the
real-height errors just above the valley (due to virtual-height errors with a RMS value <e>) are
typically

Dh = 6 <ey> for O-ray errors only (B11)
Dh = 5 <ey for X-ray errors only
and Dh = 8 <ed> at <ep> = <ey> = <e> (B12)

For both start and valley calculations, data errors have least effect on the calculated profile
(in the observed range) at dip angles near 29°. This occurs even although little information can be
found about the unobserved regions, as discussed in Section B.1.

Table Bl. Errors in the calculated real-height profile, due to random virtual-height errors
with a RMS value of 1.0 km. Results are for a slab start calculation using combined 0 and X
ray data. Values shown are the RMS error in the thickness of the underlying slab of ionisation
(q(MT) in Fig. 10 of Section 8.3); in the start offset (giving the real height at a frequency
of 0.6fmin); and in the real height at the center of the scaled frequency range. These values
are approximate mean errors over the indicated range of dip angles.

Calculated quantity DIP < 27° DIP > 40°
Slab thickness q(MT) 31. 33. km
Start offset  q(MT+1) 8. 13. km
Real height in center of range 2.5 5. km
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B.3 The reduction of integration errors at high dip angles

In the calculation of virtual-height integrals, maximum accuracy is obtained using the relation
h' = h+FR I (1/FN)(dh/dFN). (u'T-T) dT (B13)

where T is defined by (Bl1), FR is the plasma frequency at reflection, and dh/dFN s the profile
gradient. The value of T ranges from 1 at FN = 0 to zero at reflection (where u' is infinite).
For dip angles less than 90° the value of (u'T-T) is finite throughout, and for I < 60° it is a
smoothly varying function of T. The value of u'T is equal to secl at reflection, and becomes
infinite at I = 90°. The rapid increase of u'T s confined to very small values of T when I is
near 90°, as shown in Fig. B5.

Most of the group delay occurs in a small interval near reflection, with FN and (dh/dFN) not
changing rapidly. The integral in (B13) is then proportional to the area under the curves in Fig. B5,
from T'= TB = (1 - FA2/FRZ)-%> (where FA is the lowest plasma frequency included in the integration)
to the reflection point at T = 0. With the large, rapid increase near T = 0 even the 12-point
Gaussian integration in POLAN becomes increasingly inaccurate from I = 67° to [ = 79° , and normal
integration techniques are useless at I = 89°. This is shown in Fig. B6, which gives the errors
involved in analysis of a smooth virtual-height curve. With 5-point integrals (the broken lines in
Fig. B6) errors increase rapidly at dip angles above 45° for the overlapping-polynomial methods, above
65° for parabolic laminations, and above 80° for linear laminations. Using 12-point integrals the
basic accuracies are maintained to dip angles of about 80, 84 and 87° respectively. At dip angles
above 85° the limitations of a 12-point integral cause the high order polynomial methods to give the
same mean error as the parabolic-Tamination method.

Integration accuracy is improved at large dip angles by dividing the integration range into two
sections. The vertical lines in Fig. B5 indicate the approximate boundary between the sTowly-varying
and rapidly-increasing sections of the curves. To the left of these lines, adequate accuracy can be
obtained with a 12-point Gaussian integral. The section to the right has a very large increase in
(W'T-T) at large dip angles. This increase corresponds roughly to a symmetrical S-shaped variation,
with approximately equal gradients at each end. This form is reliably evaluated by standard methods
of integration. The main requirement for accuracy is that the errors due to the sharply-curved
sections at the two ends must be approximately equal and opposite. The positions of the vertical
Tines in Fig. B5 were estimated to fulfil this requirement. Calculations were then carried out using
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Figure B4. The RMS real-height error produced by random virtual-height errors with a
RMS value of 1 km. Results are for a slab start calculation using 5 O-ray points at
frequencies of 1.0FH to 1.4FH, and the corresponding X-ray frequencies (reflected at
the same real heights).
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5-point Gaussian integration for T > TC and 12-point integration for TC > T > 0, adjusting the
value of TC to obtain the minimum overall error. The minimum is reasonably broad, and variations of
up to 10% in TC (from the optimum value) cause little increase in the overall error. The optimum
values of TC change by only about 10% for different frequencies in the range 1 to 15 MHz, so a mean
value can be used for all frequencies at a given dip angle. The optimised mean values are given to
within a few percent by the relation

TC = 0.39 - 0.05 sec(0.016I) (B14)
where the dip angle I is in degrees, and 0.0161 1is in radians.

Implementation of the 17-point integration in the subroutine COEFIC is straightforward. The
Gaussian coefficients T, and the corresponding weights W, are stored in 17-point arrays TR
and W. The first 5 array elements are for the 5-point integrals used with MODE =1 to 7, and the
following 12 are for the 12-point integrals used at MODE = 8 to 20 (Appendix D.1). For a 17-point
integral, all coefficients are used in succession; the limits on T being changed from TB, TC for
the first 5 evaluations of (u'T-T) to TC, 0 for the following 12 evaluations. This dual
integration is used automatically by COEFIC when

(i) a l2-point integration was originally specified (for accurate results);
AND (ii) the dip angle I is greater than or equal to 60°;
AND (ii1) the value of TB is greater than 1.2TC.

Results for the parabolic layer are shown by the dotted lines in Fig. B6. Use of the dual
(17-point) integration reduces errors in the polynomial methods by a factor of about 10 to 100 at
dip angles of 80 to 88°, and reasonable results can be obtained for dip angles as high as 89°.

For the extraordinary ray u'T varies smoothly with T and 5- or 12-point integrals are
adequate at all dip angles. For combined 0 and X ray analyses, as used to resolve the starting and
valley ambiguities, use of the 17-point O-ray integral gives no increase in overall errors at any dip
angle. This is clearly demonstrated by the results of Fig. 21 (Section 9.4), which maintain good
accuracy in the calculation of valley size at all dip angles up to and including 90°. To attain such
results the calculation of W'T must be free of small difference errors at all values of T (in 0.0
to 1.0 inclusive) for dip angles up to I = 90°. A straightforward formulation which fully meets
this requirement is provided by the subroutine GIND described in Appendix D.3.

'::1-5— Lgo
N Dip Angle
2

F/FB = 2/fi

06 04 02

Figure B5. u'T - T plotted as a function of T, for dip angles I corresponding to
sec(I/2) = 1.1, 1.2, 1.3 and 1.4. Thin and thick Tines are for frequencies of 2 and 4
times the gyrofrequency FB. Vertical lines indicate the point TC = 1.5 - sec(1/2)
at which the range of T is divided for integration.
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Figure B6. The mean error in the real heights calculated from exact virtual height data,
at a frequency interval of 0.2 MHz, for a parabolic layer with a scale height of 60 km and
a critical frequency of 7.0 MHz. Results shown are for 4 modes of POLAN, wusing 5-point
(fine Tines) and 12-point (heavy lines) integration. Dotted lines show results from the
two-stage integration developed for increased accuracy at high dip angles.
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APPENDIX C.  THE EFFECTS OF A VARYING GYROFREQUENCY
C.1 Values of gyrofrequency in the ionosphere

Satellite measurements show that the magnetic field strength in the ionosphere is normally within

1% of the value obtained by inverse-cube extrapolation of ground measurements. For vertical
propagation we may therefore assume a constant dip angle and a gyrofrequency
FH = FB/(1 + h/6371.2)3 {c1)

where FB s the ground value and h 1is the height in km.

Values of FH can be obtained from icnograms by comparing the 0 and X ray frequencies
corresponding to a cusp or critical frequency. 500 accurate E region records taken at Cambridge by
Robinson (1958) were examined for this purpose. In 76 cases, corresponding cusps or discontinities
could be clearly recognised for both 0 and X rays. The results, shown in Fig. Cl(a), give a mean
value FH = 1.20 with a standard error of 0.01 MHz. Calculations using field-strength measurements
from nearby observatories give FH = 1.26 MHz at 110 km, the approximate height of the E layer
reflections. Thus the values of gyrofrequency needed to match ionogram obserations show a scatter of
about 5%, and a mean error of about 5% with respect to absolute calculations. The scatter shows that,
with high quality ionograms, errors of at least 1% are normal in scaled critical frequencies.

Figure C1(b) shows values of FH derived from careful F-region measurements at Brisbane, corrected
for the effect of horizontal gradients (E17is, 1957). The mean result is 10% above a dipole field
fitted to ground measurementts. Making allowance for underlying ionisation in the profile
calculations could reduce the difference to about 6%. This minimum discrepancy corresponds to a
consistent error of at least 1% in the measurements of critical frequency. These "errors" may be due
to gradients and irregularities in the jonosphere. They set a 1imit on the accuracy of profile
calculations using combined 0 and X ray data, which require accurate identification of "corresponding”
0 and X frequencies.

Start and valley calculations rely on the difference in virtual height of 0 and X rays reflected
at the same true height. For such corresponding rays the wave frequencies f, and fy are related by

fo2 = Fylfy = FH), or fy = 0.5FH + (fo2 + 0.25FH2)-5 (c2)

A change of 5% in the "apparent" value of FH corresponds to a consistent error (of about 0.03 MHz,
at fy > 1.5FH), 1in the scaled values of fy. - This error will often be a Timiting factor in ionogram
analysis. For valley calculations it was shown by Lobb and Titheridge (1977a) that errors of 1% in
foE can prevent calculation of more than one valley parameter. The same situation applies if foE is
correctly determined but following values of both fy and fy have a consistent error of 1%. If only
one component (fy) has this error, the situation is worse.

15 (al E Region (b) F Region
1 | True hr
o Value km.
210} 400
2 Z
5 | u
S SH
© % 300}
8] 1 1 / [0 J
10 1 1-2 1-3 1-4 13 1-4 15 1-6
1 FH, MHz. FH, MHz.

Figure C1. Values of gyrofrequency FH calculated from measurements on corresponding 0 and
X ray cusps. Results {a) are for the E region, at a dip angle of 67°
(the shaded area applies to the more accurate measurements);
(b) are from F region measurements at Brisbane (El1lis, 1957).
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C.2 Changes near reflection

For ordinary ray calculations at a dip angle I of 0°, results are independent of the magnetic
field. At other dip angles the group retardation increases slightly with FH. A change of 5% in FH
alters the virtual height, measured from the bottom of a parabolic layer, by less than 0.3% at dip
angles of up to 70°; this is less than the normal experimental accuracy and has a negligible effect
on real-height calculations.

For extraordinary ray calculations, changes in FH near reflection affect the virtual heights in
2 ways. These are: (i) through changes in the real height of reflection hp, caused by changes in
the plasma frequency FR required to reflect the ray; and (i) through changes in the amount of group
delay D. Thus the virtual height may be written

h'y = h'(fy) = hg+D (€3)
where all terms depend on FH.

The real height of reflection hp, for a wave of frequency fy, is at the plasma frequency FR
given by

FRZ = f, (fy - FH) (c4)

Lf the vertical plasma-frequency gradient in the reflection region is G = d(hg)/d(FN), the
dependence of reflection height on gyrofrequency is

d(hg)/d(FH) = -G.fy/2FR (C5)

For typical conditions at the start of a profile calculation, with FH=~ 1.3 MHz and fye 2.1
MHz, an error of +2% in FH gives an error of -0.021 MHz in FR. This corresponds to a decrease of
about 1 km in the real height of reflection, for typical profile gradients G of 25 to 50 km/MHz in
the start region (e.g. Fig. C5). Above the E/F valley, profile gradients commonly exceed 100 km/MHz.
At fc = 3.5 MHz, an error of +2% in FH then gives an error of about -2 km in the real height of
reflection. Real-height errors of 1 or 2 km are not very significant in themselves. They are,
however, sufficient to upset start and valley calculations which depend on the difference in the group
retardation of 0 and X rays reflected at the same real height hg.

The group retardation for an extraordinary ray, reflected at a real height hg, is

h
D = h'(fy) - hg = j;R (W'y - 1) dh (ce6)

where p'y s the group refractive index at the frequency fy. For conditions near reflection it
can be shown that

WyT = T+ 0.35(1-T)(3Fy-FH)/(fy-FH) (c7)
where T2 = 1 - (FR/fX)2 and FR s the plasma frequency at reflection. The magnetic dip
angle does not appear in (C7), since u'y 1is approximately independent of dip angle near T = 0.45,
and the variation with dip angle is of opposite sign above and below this point. (C7) therefore gives
a reasonable first-order estimate at all dip angles, for calculations which involve an integral of
B'y up to the reflection point (T = 0).

For a constant gradient G = dh/dFN near reflection, the group delay then becomes

D = 0.2 G fy-2(3fy-FH)/(fy-FH)-5 (c8)
At a given wave frequency fy, this leads to

dD/dFH = 0.1 G Fy2(Fy+FH)/FR3 (c9)
With typical values for the gradient G at reflection, this result shows that an increase of 2% in FH
leads to an increase of 1 or 2 km in the group delay D. Thus changes in the terms hg and D in
equation (C3) are of similar size and of opposite sign, at all dip angles. The two effects cancel,
giving dh'/dFH= 0, for fy = 1.5FH.

If Ahg and Ah'y are the changes in real and virtual height due to a given change in FH,
(C5) and (C9) give
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Oh'y/ahg = 0.75 (1 - L5FH/(fy=FH)) (c10)

Dip angle variations are quite small so (C10) provides good accuracy at medium latitudes. Over all
dip angles, the maximum error inAh'y is #0.04 km at fy < 2FH, and *20% at fy > 2FH.

For start calculations with values of FR between about 1.0 and 1.5 MHz, FH variations produce
changes in virtual height which are Tess than the changes in real height by a factor of 4 or more, at
all dip angles. For valley calculations (FR= 2 to 4 MHz) the changes are reduced by a factor of
about 2. The need for accurate values of FH near reflection is therefore considerably eased by the
opposing effects of the changes in real height and in group delay.

Some exact calculated changes in reflection height and group delay, for a linear layer and a
decrease of 4% in FH, are shown in Table Cl1. The changes in h'y are typically less than 0.2 km, at
the low frequencies used in start calculations. The X ray results are for fixed wave frequencies fy,
corresponding to the tabulated 0 rays when FH = 1.2 MHz. The change Ahg 1in the reflection height,
due to a 4% decrease in FH, is independent of dip angle and is about +2.0 km at low frequencies. The
corresponding changes in group delay are about -1.5 km, so that the decrease in FH produces an overall
virtual-height increase Ah'y of only about 0.5 km.

Table C1 is calculated for a constant gradient dh/dFN of 50 km/MHz. This is near the upper limit
for normal profiles, in the start region. Fig. C2 shows the changes in h'y for a gradient of 20
km/MHz extending only down to FN = 0.8 MHz. Limiting the amount of low-density ionisation in this
way reduces the cancellation of group-retardation and height-of-reflection changes, so that the values
of Oh'y increase at low frequencies. For the normal range of start calculations the error of 4% in
FH gives effective errors of 0.27 to 0.6 km in h'y. The corresponding errors in h'y are 0 to 30% as
large, and of opposite sign. For combined 0 and X ray calculations, consistent errors Ah'y andAh'y
in the virtual heights produce a real-height error, at FN=~ 1.4FH, of

Ohp = 2.84h', - 1.84h'y (C11)

Thus a consistent error of 4% in the values of FH at reflection, corresponding to an error of 90 km in
the height at which FH is evaluated, gives errors of about 0.5 to 1.5 km in real height at low
frequencies.

TABLE C1. The changes {in km) in real height hg, group delay D and virtual height
h', for a reflecting layer with a constant gradient dh/dFN of 50 km/MHz, when FH
decreases from 1.20 to 1.15 MHz.

0 RAY EXTRAORDINARY RAY
Ah'y at DELAY Dy, ADy, at Ah' x> =Ahg +4Dy
FRO 5oe so° FX© 8hg  prp= 200 50° 80° 20°  50°  80°
1.0 -.07 -.21 177 2.16 77, -2.3 74, -2.2 71, -2.1  -0.13 -0.04 0.03
1.2 -.09 -.25  1.94 2.00 79, -1.8 76, -1.7 73, -1.6  0.24 0.33 0.39
1.4 =12 -.29  2.12 1.87 83, -1.4 80, -1.4 77, -1.3  0.42 0.51 0.58
1.8 -.16 -.35  2.50 1.72 92, -1.1 90, -1.0 85, -1.0  0.60 0.70 0.7
2.2 -.20 -.40  2.88 1.62 102, -0.9 100, -0.8 95, -0.8  0.67 0.78 0.84
3.0 -.26 ~-.48  3.66 1.52 124, -0.8 122, -0.7 116, -0.6  0.71 0.85 0.93
4.0 -.32 -.55  4.65 1.45 153, -0.7 147, -0.6 144, -0.5  0.71 0.87 0.9
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Figure C2. Changes in the X ray virtual height, at a fixed observing frequency, when the
gyrofrequency FH 1is decreased from 1.20 to 1.15 MHz. Calculations are for a reflecting
region with  dh/dFN = 20 km/MHz at FN > 0.8 MHz, and no ionisation at FN < 0.8 MHz.

C.3 Retardation in the underlying region

For dip angles I greater than about 10°, and plasma frequencies FN much less than the wave
frequency F, refractive indices in the ionosphere are close to the quasi-longitudinal approximation.
Neglecting terms in (FN/F)4, the group refractive index u' becomes

W'~ 1+ .5FN2 / (F * FH sini)? (c12)

where upper and lower signs refer to the 0 and X rays respectively. Thus the group retardation due to
Tow-density ionisation is

D = ] (u'-1) dh = .5(FrFHsin1)-Zj FNZ dh (c13)
The integral is proportional to the total electron content of the underlying ionisation. For
"corresponding” 0 and X ray frequencies F and FX (reflecting at the same plasma frequency FR},
(C12) gives the ratio of the group retardations as

Ry,o = Dy/Do = ( (FR + FH sinI)/(FX - FH sinI) )2 (C14)

The change AD in the group retardation, due to a change AFH in the gyrofrequency, is obtained from
(C13) as

AD/D = 3 2AFH sinl / (F * FH sinl) (C15)
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Values of Ry o from (C14) are shown in Table C2. For dip angles above 30°, and FR < 2FH (as in
most starting calculations), the group delays are typically 4 times larger for the X ray. From (C15)
we see that the percent variations in the delay, due to changes in FH, are about twice as large for
the X ray as for the 0 ray.

The results of Table C2, and equations (C12) to (C15), are accurate for low-density ionisation.
Results for higher densities are shown in Table €3, calculated for FN increasing linearly from 0.4 to
0.8 MHz. The O-ray delays Dy are approximately independent of FH, but vary considerably with dip
angle. X-ray delays Dy are less dependent on the dip angle and highly dependent on FH. For FR =
1.2FH to 2.2FH (the common range for start calculations), group delays are typically about 4 times
larger for the X ray than for the 0 ray. Changes in FH alter the group delay by an amount AD which
is 10 to 100 times larger for the X ray. Thus to determine the errors which result from an incorrect
FH, in the underlying regions, we need consider only the changes in delay for the X ray.

The amount of low-density ionisation used for the calculations in Table C3 is quite typical for
night-time profiles. The two mean Arecibo profiles are shown in Fig. C5(a). Approximating the
low-density ionisation by a linear increase from 0.4 to 0.8 MHz gives a thickness for this section of
about 60 km for model 3A, and 160 km for model 3B. An independent set of mean night-time curves is
shown in Fig. C5(c) (from Knight, 1972). Approximating the underlying ionisation in these profiles by
a linear increase, from 0.4 to 0.8 MHz, requires a thickness of about 100, 80 and 60 km at 1, 2 and 6
hours after sunset. Thus real-Tife profiles commonly have delays similar to those in Table C3; and
an error of 4% in the assumed value of FH for the underlying region alters h'y by (typically) 1 to 5
km, at the frequencies used in start calculations.

Errors in the value of FH used for underlying regions of ionisation are unavoidable. The
continuous lines in Fig. C3 represent a simplified model for the night-time ionosphere. This has a
parabolic E layer extending from 100 to 180 km (corresponding roughly to the mean variation in Fig.
C5(a)), and a sharply-bounded reflecting region at 220 km. Virtual heights for the 0 and X rays are
shown by the solid lines in Fig. C4. These were calculated using an inverse-cube variation of FH, for
typical ground values FB at each dip angle. Analysis of the virtual heights can give, at best, the
equivalent monotonic profile shown by the broken line in Fig. C3. This has the same total electron
content as the original profile, as required for accurate calculations of F layer heights at high
frequencies. At the low frequencies used in start calculations, however, the smaller values of FH at
the height of the equivalent monotonic profile cause an appreciable increase in the virtual heights of

Table €C2. The relative group retardation Ry, o giving the ratio of group delays
for "corresponding" X and O rays (reflected at the same plasma frequency FR) for
low-density regions of the ionosphere where FN << FR.

FR/FH FX/FH DIP = O 20 30 40 50 60 70 80 90 deg
1.0 1.62 1.00 1.10 1.80 2.84 4.30 6.16 8.18 9.82 10.47
1.4 1.99 1.00 1.12 1.63 2.31 3.15 4.09 4.99 5.67 5.92
2.0 2.56 1.00 1.11 1.47 1.90 2.37 2.86 3.29 3.58 3.69
4.0 4.53 1.00 1.07 1.25 1.43 1.60 1.76 1.89 1.98 2.00

Table €3. Group delays D (in km) for an underlying region in which FN increases
Tinearly, from 0.4 to 0.8 MHz, in a height range of 100 km. Dy and Dy are for
“corresponding” frequencies FR and FX at FH = 1.20 MHz. ADg and ADy are
the changes which occur when FH is increased to 1.25 MHz (with no change in FX).

0-RAY: Dg» ODy at DIP = X-RAY: Dy, 4Dy at DIP =

FR 20° 50° 80° FX 20° 50° 80°
1.0 28.2, .01  18.1, .07 5.8, -.22 1.72  64.4, 19.6  75.3, 20.6  81.9, 20.8
1.2 16.0, .01 9.1, -.04 4.2, -.16 1.90  29.3, 5.23  36.6, 6.17  41.4, 6.75
1.4 10.6, .00 6.0, ~.05 3.4, -.12 2.09 16.9, 2.12  21.8, 2.67  25.0, 3.05
1.7 6.6, .00 3.9, -.04 2.6, -.08 2.37 9.3, .78 12.1, 1.04  14.0, 1.33
2.0 4.5, .00 2.9, -.04 2.1, -.06 2.65 6.0, .37 7.7, .51 8.9, .61
2.4 3.1, .00 2.1, -.03 1.6, -.04 3.04 3.8, .17 4.8, .24 5.5, .30
3.0 1.9, .00 1.4, -.02 1.1, -.03 3.63 2.2, .06 2.8, .10 3.1, .13
4.0 1.1, -.01 0.8, -.01 0.7, -.01 4.61 1.2, .02 1.4, .03 1.6, .05
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Figure €3. A simple parabolic model for the night-time E layer (solid line),
and the equivalent monotonic distribution (broken line) for an F layer with a
sharp lower boundary at 220 km.
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Figure C4. Solid lines show the virtual heights for the O and X rays, calculated from
the model of Fig. C3, at 4 different dip angles. FH has an inverse-cube variation with
height, from the indicated ground values FB. Broken lines show the change in h'y when
the true profile is replaced by its equivalent monotonic distribution.
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the X ray. This increase Ah'y, plotted as a broken line in Fig. C4, represents an effective error
in the values of h'y. TheAh'y curves, like the values of h'y, begin at the wave frequency for
which FN = 0.9 MHz at reflection. At this frequency the effective error (in km) of the X ray virtual
heights is roughly equal to the dip angle in degrees. For FN = 1.0 MHz at reflection, the effective
error is roughly one third of the dip angle, or 10% of (h'y - h). These errors are caused by the
increase of about 60 km in the mean height of the underlying inisation, and the corresponding decrease
in FH, when we replace the true variation in Fig. C3 by its monotonic equivalent.

C.4 Model studies

Profiles 3A,3B and 8A,8B,8C,8D in Figure (5 were developed within URSI Subgroup G/6/2 to
test jonogram analysis procedures. For each profile accurate virtual heights were calculated, at dip
angles of 30° and 70°, using an inverse-cube variation of FH with height. The results were analysed
by different procedures assuming values of fmin (for both the 0 and X components) corresponding
approximately to plasma frequencies of 0.8 and 1.5 MHz at reflection.

The program POLAN uses iteration to determine the correct FH at reflection for each data
frequency. This is to ensure a correct plasma frequency at reflection for the X rays, so that the
relative reflection heights of 0 and X ray data would be correct. At the time of the URSI tests
(1976-77) this was considered the prime requirement for accurate results. The study of Section C.2
has since shown that errors due to an incorrect FH at reflection are considerably reduced by the
opposing effects of group delay and reflection height variations.

The relative importance of a correct FH at reflection, and a correct FH for the underlying
ionisation, is shown in Table C4. (a) gives the errors in the calculated real heights at 1.5 MHz, as
originally obtained from the series of URSI tests (Gulyaeva et al, 1978; McNamara, 1978b) using the
value of FH at reflectijon for each ray. Four sets of data were analysed for each model, corresponding
to the two dip angles and two starting frequencies noted above. Table C4(b) gives results from the
same input data but assuming a constant gyrofrequency, corresponding to a height of 170 km, throughout
the calculation. These results are obtained from a single least-squares solution, with no iteration.
The height of 170 km is chosen as representing an approximate mean centre for the underlying
ionisation regions.

The physical constraints discussed in Section 8.7 were not employed in the tests of Table C4. The
overall improvement by a factor of 3.2 in the (mean + RMS) errors, from (a) to (b), is therefore due
entirely to the different values of FH. The large maximum errors in the 3A,B data set are due to the
"difficult" profile 3B which, as discussed in section 8.5.2, would not normally be analysed from low
values of fmin. The overall conclusion from these calculations is clear: at both high and low dip
angles, and with all tested profiles, a correct FH for the unseen regions is far more important than a
correct FH at reflection.

Table C4. Errors in the calculated real heights at a plasma frequency FN = 1.5 MHz, using
the 'slab start' in POLAN to analyse virtual-height data corresponding to the profiles of
Fig. C5. For each data frequency the same value of FH is used throughout the ray path.
Results (a) are for FH equal to the value at the reflection height of each ray, while

{b) uses a constant FH corrresponding to a height of 170 km.

Profiles Analysed: 3A, 3B (8 data sets) 8A,B,C,D (16 data sets)
ERRORS AT 1.5 MHz: MEAN RMS MAX MEAN RMS MAX
(a) Using FH at reflection.

POLAN MODE = 4 2.8 3.6 7.6 1.29 1.41 2.3 km
5 2.2 2.9 4.8 1.26 1.47 2.4  km
6 1.8 2.5 4.8 1.11 1.31 2.4  km
(b) Using FH at 170 km.
POLAN MODE = 4 0.50 0.77 4.4 0.47 0.61 1.3 km
5 0.72 1.04 2.3 0.42 0.55 1.1 km
[ 0.57 0.76 1.6 0.43 0.64 1.9  km

102




la] SMOOTH_ANALYTIC PROFILES

2201 3A I T 3C -
I
n 180} ! + + / e
UJ E— —_ ——
o . T +
- / /
o 35km 38km
S160F 4 4 / -
O i !
— |
x !
3100 1} L -r- ] 1 L L 1 i 1 1 ]
0 04 08 12 7 04 08 12 167 04 08 12
cxo b ROFILESI FBOM A‘R‘EC|IB(') QATA : :
T 74 8C
220k jouooLT) 1 2020LT
/
180F 36km | i
14 0F 4 |
{
100f 4 +
T 3 2 4 6 8 2 L 6 8
B ( MEA NlGHIT-TllME‘ :’ROIFHI_ES' FROM' KI}JIG&:!TUISNZ)
K1 K2 K3 K&
Sunset+2hr. Sunset+1hr Sunset
180 f + 1
- /
/’~ /l__
1650k [/ 1 1
j  4Bkm ! fhkm
100t ! 11 1
0 0L 08 1'12 5i 08 12 0% 08 12 51 0% 1776

PLASMA FREQUENCY, MHz

Figure €5. Night E-region profiles used in developing rules for start calculations. Solid curves show
the actual profiles, while broken lines are the equivalent monotonic distribution. Horizontal Tines

indicate the weighted mean heights for gyrofrequency calculations, for both the solid and broken Tine
profiles.

3A and 3B are smoothed analytic approximations to the two main types of Arecibo profile observed
during the magnetically quiet night of 12 April 1972 (Brice, private communication). 3C is a similar
type of curve produced as the sum of two overlapping Chapman layers (Appendix H.2). The reflecting
F region in 3C is almost identical in shape to models K1 and Kz, while the underlying variations
approximate an average of the extreme mean types K1, K2 and 38.

8A to 8D give individual profiles obtained by the Arecibo backscatter facility. The early
morning profiles 8A,8B were obtained on 26 July 1972, and the evening profiles 8C,8D on 11 April 1972.
Curves shown are smoothed versions of the data from McNamara and Titheridge (1977).

K1 to K& are idealised variations derived by Knight (1972) from a synthesis of 97 published
profiles based on rocket, backscatter, ionogram, partial reflection, full-wave integration and cross-
modulation measurements. K1 applies from 6 hr after sunset to 2 hr before sunrise.
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€C.5 The choice of gyrofrequency for the underlying regions

Different models which have been used for the lower night ionosphere during the present study are

summarised in Fig. C5. Solid Tines show the actual

monotonic distributions.

original position of this ionisation, and hence the
delay it produced, cannot be found from analysis of

Horizontal solid 1ines in Fig. C5 indicate the
FH must be determined, if a fixed value of FH is to
(solid Tine) profiles. The horizontal broken lines
equivalent monotonic distribution. The two heights
38 km.

profiles, while broken lines are the equivalent

The monotonic profile maintains the same total amount of ionisation, in any
range of FN, but the fonisation is effectively moved upwards to regions of lower gyrofreguency.

The
correct value of FH to use in calculating the
the jonograms.

approximate mean height at which the gyrofrequency
give the correct overall retardation for the true
give mean gyrofrequency heights appropriate to the
differ by 23 to 49 km, with a mean difference of

Ionogram analysis provides only a simplified two-parameter representation of the underlying

ionisation (Section 8.1).

This can differ considerably from the true equivalent-monotonic profile.

Thus for calculating the group retardation in the underlying region, a mean gyrofrequency height

determined from the calculated profile is typically
illustrated in Figs. 12 and 13 of Section 8.4
is 100 km too high.

The value of gyrofrequency FH to use in start

the underlying ionisation, is therefore best determined from a model.

fixed height for night-time calculations.
most conditions.

too high by 50 km. In some cases, such as those

, the mean gyrofrequency height derived from the ionogram

calculations, for calculating the group delay in
The simplest model would use a

A value of 140 km is accurate to within about 30 km under
For the 11 profiles of Fig. C5, the mean gyrofrequency height for the true (solid

1ine) profiles ranges from 109 to 158 km with a mean value of 131 km.

Errors in the mean gyrofrequency height (FHHT)

can be further reduced with a time-varying model.

Fig. C5 suggests FHHT increasing from about 120 km near sunset (profiles 8C and K2 to K4) to 150 km

later in the night (8A,B,D, and K1;

approximately the night-time "starting he1ght“ hs,
absence of X ray data (Section 6.4).
START = 0,

virtual-height gradient to zero frequency, and (ii)

The second condition 1imits hg to 140 km at h'min

the mean heights shown are for FN less than about 0.9 MHz, and
will increase appreciably in model K1 for higher values of fmin).

This variation follows
which is used for beginning an analysis in the

hg is normally provided as the parameter START in POLAN. If
he is taken as the Teast of (i) a value estimated by extrapolation of the absolute
the value hg = 0.3h'min + 80 km.
= 200, and 160 km at h'min = 270 km. A

simple and approximately optimum va]ue of FH for use in X ray starting calculations is therefore
obtained by setting FHHT equal to the starting height hg which would be used in the absence of X

rays.

C.6 The separation of underlying and reflection regions

Early versions of POLAN used a fixed value of FH, corresponding to the starting height FHHT

described above, only for the linear slab section of the start profile.

The polynomial section (at FN

> 0.6fmin) used the value of FH at the calculated reflection height for each ray, to ensure that

corresponding 0 and X rays were reflected at the same true height.
changes are not large in the polynomial section, and this procedure gives good results.
badly however, when a large part of the underlying ionisation has

For most profiles the height
It fails

FN > 0.6fmin. The calculated

polynomial then extends down to Tow heights, and includes much of the low level ionisation, so that
use of the value of FH at reflection gives appreciable errors in the calculation of group retardation.

Test profiles 3A and 3B are shown by the heavy

virtual heights were calculated for these profiles at a frequency interval of 0.1 MHz.
gives the real heights shown by the solid dots in Fig. C6.

POLAN from fmin = 1.0 MHz
show the approximate representation obtained in the

Tines in Fig. C6. Using a constant value of FH,
Analysis by
Thin lines

unobserved regions, at FN < 1.0 MHz. This

consists of a linear-in-FN step from a to b, and a polynomial section at higher frequencies (with FN

> 0.6fmin).

For model 3A the result represents adequately the amount of Tow-density ionisation.
model 3B the underlying ionisation has a mean plasma frequency greater than 0.6fmin.

For
The POLAN result

simulates this by a polynomial section which drops rapidly, through more than 250 km, below 0.8 MHz;

p1us a negative slab section denoting a negative amount of ionisation at FN < 0.6 MHz.

This

ghys1ca1 distribution g1ves, mathematically, approximately the correct values for the integrals of

and FN8 in the unseen region (Appendix G.2).
0.3 km at f > 1.1 MHz.

The calculated real heights are accurate to within
POLAN will normally require that the thickness of the Tinear slab be

positive or zero, unless this condition significantly worsens the fit to the virtual-height data.
Calculated real heights are then as shown by the broken lines in Fig. C6, and are accurate to within

0.7 kmat f > 1.1 MHz.
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Figure C6. Starting calculations using a fixed gyrofrequency “FH = 1.2 MHz, at a dip angle of
70°. Heavy lines give the original model profiles, while solid dots are the result of starting
calculations with fmin = 1.0 MHz. The broken line for model 3B is the solution obtained if the
thickness of the underlying slab a,b is constrained to be zero instead of negative.
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Figure C7. Variable FH data corresponding to the model 38 (Fig. C6) analysed using fixed values
of FH corresponding to heights of 150, 190 and 230 km. For each value of FH, the circles, lines
and triangles use data corresponding to plasma frequencies of 1.14 (.08) 1.54; 1.3 (0.1) 1.7;
and 1.5 {0.1) 1.9 MHz respectively. Solid symbols, and heavy lines, are for the smaliest value

of FH (at 230 km).
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Tonograms calculated for the profiles of Fig C6, with a height-varying gyrofrequency, were used
for Test 6 of URSI WG G/6/2 (McNamara 1978b). Fig. C7 shows the errors resulting from analysis of
the 3B data under different conditions and assuming a constant value of FH. At dip 30° results vary
only slightly with the value of fmin (since at this dip angle real heights can, in fact, be found
independently of the underlying ionisation; Section 8.1 and Titheridge, 1974b). Calculated heights
decrease as FH increases, and are approximately correct for FH corresponding to a height FHHT of about
180 km. This is close to the mean height for the underlying and reflection regions. Reflection
heights are about 230 km for model 3B, so the bottom curve in Fig. C7 corresponds to the use of FH at
reflection. This gives large negative errors at dip 30°.

At dip 75°, calculated heights increase as FH decreases. (Note that the sensitivity of the
results to changes in FH does not pass through zero between dips 30° and 75°, but becomes large and
unstable in a narrow range of dip angles from 33 to 38°; this is the ill-defined region discussed in
Appendix B.2 at which practical 0/X calculations become impossible.) Results now depend on the
representation of the unseen ionisation, and vary with fmin. The upper continuous Tline in Fig. C7 is
for a fixed FH corresponding to a height of 230 km; this gives quite closely the errors which occur if
the value of FH at reflection is used throughout the path of each ray. The broken 1ine is the error
obtained if, in addition, the underlying jonisation is forced into a physically acceptable shape.
This broken line closely reproduces the extreme errors obtained for this model in the URSI tests.

(In normal work, as noted in Section 8.4, the physical constraints are not enforced when they
significantly increase the virtual-height fitting error).

To avoid these errors we must use a value of FH corresponding to some height below the reflection
point, if the polynomial real-height section includes a large amount of the underlying ionisation.
This case is typified by the model 3B profile. Calculated results from fixed-FH data are shown in
Fig. €8. Using fmin = 1.5 MHz (the profile b,b',b",B) we get the normal result in which most or
all underlying ionisation is represented by the linear slab section b,b'. At fmin = 1.0 MHz the
polynomial section begins at a' where h = -72 km and dh/dFN = 2900 km/MHz. It represents
primarily the underlying ionisation up to the point a", at 0.8 MHz, and follows the true profile
reasonably well at higher frequencies. The boundary between underlying and reflection regions
therefore occurs near a'.

- Height, km. o
(]
()

(o]
(o]

0 i (] ] ] i [
0-4 0-8 12 1-6
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1

a

Figure C8. Calculated profiles from fixed-gyrofrequency data for model 3A. Points a to A
correspond to an analysis with fmin = 1.0 MHz, the lower case letters denoting additional
calculated points below fmin. b to B are for fmin = 1.5 MHz. The broken line corresponds
to a gradient dh/JFN of 200 km/MHz.
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The transition from underlying to reflecting region is defined most effectively by the change in
gradient. Studies under different conditions suggest placing the boundary where the profile gradient
is about 200 km/MHz, corresponding to the broken line in Fig. C8. This appears reasonable for most
"difficult" profiles, and also defines the correct point b' (Fig €8) or b (Fig C6) for normal
calculations where the initial gradient of the polynomial is Tess than 200. To include some
additional cases where gradients can be less than 200 km/MHz over part of the underlying region, the
following rules are used.

(1) A profile is NORMAL if (a) the thickness of the linear slab section is positive, and
(b) the initial gradient of the polynomial section is less than 200 km/MHz.
If either (a) or (b) is false, the profile is considered DIFFICULT.

(2) For NORMAL profiles, the model height FHHT of Section C.4 is used to define FH for the Tinear
slab section. The calculated height at the first scaled X-ray frequency above fmin is used
to determine FH for the entire reflection region (beginning at b' in Fig. €8). This ensures
the correct relative retardation at different frequencies, if the polynomial does curl down
appreciably at lower frequencies, and is allowable because of the insensitivity of the results
to small errors in FH at the individual reflection points (Section C.2).

(3) A DIFFICULT profile has appreciable retardation from underlying ionisation with FN > 0.7fmin.
The initial section of the polynomial then represents underlying ionisation, and integration
through this section should use the gyrofrequency appropriate to the height FHHT. If the
calculated gradient at FN = 0.8fmin (the point a" in Fig. C8) is less than 200 km/MHz, the
reflection region is assumed to begin at this point. Otherwise the gradient G is calculated
at FN = 0.9fmin. If this value is less than 200 km/MHz, the frequency (between 0.8fmin and
0.9fmin) corresponding to G = 200 1is determined by linear interpolation. If G exceeds 200
at 0.9fmin, then this frequency (0.9fmin) is taken as the boundary between underlying and
reflection regions.

The reflection integral for difficult profiles starts from some frequency in the range 0.8fmin to
0.9fmin. The upper limit is set to enable a reasonable calculation of the group retardation near
reflection, for the lowest scaled frequency fmin. A Tower limit of 0.8fmin is used to cope with cases
where the polynomial descends through an appreciable distance, at frequencies of about 0.7 to 0.8fmin,
with a gradient just less than the allowable limit of 200 km/MHz. Thus with a negative slab
thickness, or with G > 200 km/MHz at 0.6fmin, an initial range of at least 0.2fmin of the polynomial
section is allocated to base jonisation. If in fact there is little base jonisation, so that the mean
gradient in the range 0.6 to 0.8fmin is less than 200 km/MHz, then the height interval covered by
this range of freguencies is reasonably small {less than 50 km, at FN < 1.2 MHz) and using the
"underlying" gyrofrequency does little harm. Separation of the polynomial integrals into two parts,
using different values of FH, is carried out within the subroutine COEFIC as described in Appendix D.1
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APPENDIX D. GROUP INDEX CALCULATIONS WITHIN POLAN
D.1 Calculation of the virtual height coefficients - The subroutine COEFIC

D.1.1. The equations used in COEFIC.

POLAN normally assumes (as in Section 4.2) that real-height segments can be represented by a
polynomial of the form

NT J
HR - HA = = qj.(FR-FA =  ZQgj.a§. D1)
j=qu ( ) SARLN (

HA is the height at the frequency FA (the "origin" for the real-height section to be calculated), and
HR is the real height at the plasma frequency FR. The corresponding virtual-height expression is

h" - HA = §T b (D2)
\].=qu‘ J
where
= 3 fw.(en - FAYI-L dFn. (D3)
FA

h" is the virtual height, at the frequency FR, after group retardation due to ionisation below the
origin (i.e. with FN < FA ) has been subtracted. h" is called the reduced virtual height. The
polynomial analysis consists basically in setting up equations from (D2), at each of the virtual
height frequencies involved in a given real-height step; adding further equations corresponding
to known real heights, from (D1); and solving the resulting set of simultaneous eguations to
obtain the real-height coefficients qj-

The subroutine COEFIC is used to calculate the real-height coefficients a; and the virtual
height coefficients J’ at each frequency involved in the analysis. For maximum accuracy we use
(u'-1) rather than , and integrate with respect to a variable T defined by T2 = 1 - {FN/FR)Z.
This gives a we]]—behaved integrand near reflection, where u' becomes infinite. Thus the virtual
height coefficients are calculated as

bj = aj *dj (D4)
where dj = 3§ (w-1).(FN-FA)J-1 gFN
= J.FRZ [ [(u'-1).T/FN].(FN-FA)I-1 dT (D5)

For a wave %f frequency FR the integration range in (D5) is from T =0 (the reflection height)
to TA = (1 - FAZ/FRZ)-5, Using an n-point Gaussian integration we must evaluate the integrand at
n values of T within this range. If T, represents these values, and W, the corresponding Gaussian
weights, we have

n .
dj = TA.j.FR? rglGr.wr.(FNr-FA)J'l (D6)
where Gp = (W' p=1)Tp/FN,
and FNp = FR.(1-Tp2)-5.

A1l the required coefficients dy are obtained from the same n values of Gp, so that
increasing the number of terms used in the polynomial real-height expansion (D1) does not increase
the number of group index calculations required. Accurate values of (u'~1).T are obtained from the
subroutine GIND (Appendix D.3). They are calculated directly from the values of wave frequency FR and
the value of Ty, to avoid the small difference errors involved in calculating FN, from Ty.

Gaussian coefficients for both 5- and 12- point integration are contained in DATA statements in
the subroutine COEFIC. They are stored sequentially so that an iteration loop can also use 17-point
integration when required (as at high dip angles; Appendix B.3). With 17-point integration,
calculations pause after the first 5 terms while adjustments are made to the integration limits and to
the gyrofrequency used.
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Start calculations incorporating X-ray data use 5-point integration for the linear slab section,
with a gyrofreguency specified by the height FHHT. For the polynomial real-height section a 12-point
integration is employed, on the first iteration. If this reveals a "difficult" profile (as determined
by the tests (1) of Appendix C.6), subsequent iteration uses 17-point integration. This is split into

(a) a 5-point integral, from 0.6fmin up to the calculated boundary point between the underlying and
reflection regions, using the value of FH at FHHT; and

(b) a 12-point integral from this boundary point to the reflection point for each ray, using FH
at the reflection height of the first X-ray.

D.1.2. The operation of COEFIC.

Parameters passed from POLAN through the COMMON statement are:

NR = the total number of real heights to be fitted, (in addition to the origin at FA, HA).

NL = the number of real heights preceding the origin (= 0 or 1).

MT = the number of terms in the polynomial real-height expression, excluding any constant.

JdM = the total number of terms, including any constant. Thus JM = MT+1 for start or valley
calculations, when the final result will alter the real height at the frequency FA.

LK = the index of the last real height used for removing the effect of group retardation in
underlying jonisation. LK is used within COEFIC only to show when the current step is a

start calculation. LK =1 for a normal start calculation, while values of 0 or -1 are
used to indicate a polynomial or slab start using X rays. For normal coefficient
calculations (which have MY > 0), we have LK = KR.

KR = the index of the real-height origin in the frequency, height arrays. Thus FA = FV(KR)
and HA = HT(KR).

KRM = the index of the highest previously-calculated real height.

KV = the index of the virtual height corresponding to the origin (the frequency FA). This is

greater than KR by the amount the virtual-height data was initially moved up in the arrays
FV, HT - modified by deletion of X ray data and insertion of extra real heights in start or
valley regions.

MODE  specifies the type of analysis, from linear laminations (MODE = 1) to a single polynomial
fitting all data (MODE = 10). The value of MODE is increased by 10 (giving values from
11 to 20) when maximum integration accuracy is required.

MOD is the value of MODE reduced to the range 1 to 10, for start or restart (after a peak)
calculations; or the value of MODE increased to the range 11 to 20 at other times.

FA,HA give the actual origin (or the previous origin for reduction calculations, as in (C) below).

DIP and HS give the magnetic dip angle and an initial gyrofrequency height. Actual values of
the gyrofrequency, at any height, are obtained from the subroutine GIND.

FC, SH give the critical frequency and the scale height of any relevant peak; otherwise FC = 0.
PARHT  is the thickness of an above-peak parabolic section, extending to a valley depth VDEPTH.
XWAT gives the relative weighting for X ray data; this is normally 1 but may be halved by POLAN.

COEFIC is called with arguments MV, FV and HT. When the input parameter MV is positive
it gives the number of frequencies at which virtual-height equations are required. COEFIC then
carries out the operations described below. Labels CCl, CC2 etc. correspond to comments in
the program listing. Steps which are relevant only when MV is negative, and COEFIC serves a
different purpose (as described in Appendix D.2) are marked by **.

CC1 ~-- INITIALISATION
IF MODE > 8, OR the calculation includes X rays,

THEN use 12-point integration.
ELSE wuse 5-point integration.

* IF MV <0 and X rays are not involved, use 5-point integration.
SET NF = MV = the total number of frequencies to be processed, from FV(KV+l) to FV(KV+NF).

SET FW = FV(KV+NF+1) to give the upper frequency at which the weighting of virtual-height
equations is tapered to zero.

SET DW = the range (below FW) over which the weight increases to 1.0;  this range includes

all frequencies used in the calculation for which final real heights are NOT calculated in
this step.
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SET DA = the Tower range over which weights increase, from zero (at FA) to 1.0 at the highest
known real height.

IF LK< 0 (a slab start calculation), and MV > 0,
THEN calculate quantities for optimum estimation of the mean gyrofrequency height FHHT.
——————————————————————— THE MAIN (FREQUENCY) LOOP IN COEFIC
A11 following sections of COEFIC are repeated for each of the NF data frequencies.
The index KVI accesses the required frequencies and virtual heights, from the data arrays
HT and FV, by taking in successive loops the values (KV-1), Kv+1, KV+2, . . KV+MV.
The initial (bracketed) term is included only at NL = 1, when one real height is fitted below
the origin (FA,HA).
cC2--- FREQUENCY RANGE AND HWEIGHTS
SET The Virtual-height Index KVI, and the position I = KVI-KV to store the coefficients B(I.d).
SET F = FV(KVI), HV = HT(KVI).

IF F>0 THEN SET FR
ELSE SET FR

F (= the plasma frequency at reflection).
SQRTLF(F + FH)]1.

non

IF KVI > KV THEN SET WREAL = 20 (The weight for real-height equations).
ELSE SET WREAL = 10. (Reduce the weight at FR < FA).

IF KVI > KV+NR THEN SET WREAL = 0. (Clear unused areas of array B).

IF F > 0 THEN SET WVIRT =1 (The weight for virtual-height equations.)

[}

ELSE SFET WVIRT XNAT. (The weight for X-ray data.)

SET IREAL = NF + NL + I (The row to store the real-height equation, following
NF  virtual-height equations.)

CC3--- INTEGRATION LIMITS, in terms of the variable T = SQRT(1. - (FN/FR)Z).
SET TB = SQRT(1 - (FA/FR)Z). The Tower limit of integration.
SET TA =20 The upper limit of integration.

** IF MV <0, THEN IF  PARHT =0 SET TA = SQRT(1. - [FV(KV)/FR]Z)

*k ELSE SET TA = SQRT(1. - [FV(KV-l)/FR]Z).

*k GO TO CC4.

IF The Calculation includes X rays,
THEN set TC = the value of T at FN = FA + 0.1(FR-FA),
and use 17-point integration (5-point from TC to TB; + 12-point from TA to TC).
ELSE set TC = 0.39 - 0.05/cos(.016*/dIP) where DIP 1is in degrees.

IF TB > 1.2TC, and DIP > 60 (or 70) degrees at MODE < 8 (or > 7),
THEN  use 17-point integration.

IF using 17-point integration, set TA =TC (the start of the 5-point integral).
SET Tb=TB - TA (the size of the first integration interval).
CC4--- Retardation in a START/VALLEY OR PEAK REGION, using 12-point integration.

IF LK >0 (not an X ray start calculation); AND PARHT = 0 (not a valley calculation)
THEN GO TO CC5.
ELSE  (a valley calculation) set DEPAR = integral of GIND.T.DT for a parabolic section
of unit thickness from the peak (FN = FA) to the valley bottom (FN = FA - VDEPTH).

SET DELIN = integral of (GIND-1).T.DT for FN increasing Tinearly from FA-VDEPTH to FA.
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CC5--~ STORE individual, weighted values of GROUP INDEX (GIND) and frequency offset.

C5.1 FOR Each Gaussian integration point T,, in the range TA to TA + TD
(with r = 1to 5, or r =1 1to 12):

STORE the corresponding plasma-frequency interval  FNp - FA as FNRy;
STORE the value of [(GIND, - 1).T,.Wp/FNp].TD.FRZ in the array GAUSS,.

5.2 IF 17-point integration is being used, set TD =TA, TA = 0. and repeat C5.1 for the
second (12-point) integration section.

CC6~-- CALCULATE AND STORE THE COEFFICIENTS B(I,J)
for the Virtual and Real-height Equations, at the Frequency Fj.
This section is repeated JM times, with successive values of J =1, 2, ...JdM.
SET RH = (FR - FA)J giving the real-height coefficient A(I,J). ’
SET SUM =0 (integral over the linear Start or Valley section).

IF J > MT THEN set DPEAK = DEPAR*PARHT (group integral for parabolic peak).

ELSE set DPEAK = 0.
IF Jd=MI and LK< O (a-slab start calculation)
THEN set RH =0 (no real-height component from underlying slab),
SUM = DELIN (group retardation in slab).
IF J = MT+1 set RH = 1.
IF J=MT+1 and LK> 0 (a Vvalley calculation)

THEN set SUM = Group retardation for valley base VB + linear step (1-VB).
FOR Normal Polynomial Terms (J¢<MT at LK20, or J<MI at LK<O)
set SUM = J 3 GAUSS, {giving the group delay integral for B(I,d)),
BAUSS,. = BAUSS,.FNRy (in preparation for the next term).

STORE  B(I,J) = (SUM+RH)*WVIRT (the virtual-height coefficient).
STORE  B(IREAL,J) = RH*WREAL (the real-height coefficient).

*% IF MV < 0, replace HT(KVI) by HT(KVI)-Q(J)*SUM-DPEAK (subtract the group delay).

CC7--- THE RIGHT HAND SIDE OF THE EQUATIONS.

IF I >0 THEN IF DPEAK =0 set B(I,JMtl)
ELSE  set  B(I,JMt1)

(HV-HA). WVIRT (no valley)
(HV-HA-DPEAK).WVIRT (a valley calculation).

SET  B(IREAL,JdM+1) = (HT(KVI-KVR) - HA). WREAL (right hand side of real-height equation).

IF I =M THEN RETURN from COEFIC.
ELSE increment KVI and I, and repeat CC2 to CC7.

D.2 Delay in the underlying ionisation - The subroutine REDUCE

Each step in the real-height calculation has determined a new section of the profile. Part of
this section, for plasma frequencies FN extending from FA up to some top value (FT say), is retained
as a final result. The group retardation due to this part must be subtracted from the virtual heights
at higher frequencies. This "reduction" is carried out by the subroutine REDUCE and accounts for
most of the time required by a full profile analysis. To minimise this time, the calculations in
REDUCE use two different procedures. )
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D.2.1. Polynomial reduction, at low frequencies (section C2.A of REDUCE).

For frequencies up to some maximum value FRED, the group retardation is calculated using the
full polynomial expression for the previous real-height section. FRED is normally about 0.6 MHz
above the highest frequency to be used in the next stage of the analysis. (Slightly lower values of
FRED are used with the simpler modes of analysis, to shorten the calculations.) The group retardation
is calculated by COFFIC, using 5-point Gaussian integration of u'-1 over the required range of
plasma frequencies. If h' 1is the previously-stored virtual height at some frequency, this is
replaced by the new reduced height

hu — h1 §Td (D7)
j=1 J'q\]

where d: is defined in equations (D1) to (D6) above. The upper limit of integration in (D3) is
changed %rom the wave frequency FR to the maximum plasma frequency (FT = FV(KV)) in the real-height
section. Apart from this change, the reduction calculations proceed as described in D.1 above.

COEFIC 1is called from REDUCE at any early stage in POLAN, with an argument MV which indicates
the number of frequencies at which virtual heights are to be reduced. The parameters MT, JM, LK
(which indicates a slab or polynomial start, at LK = -1 or 0), FC, SH, PARHT (the thickness of a
calculated topside peak section), and VDEPTH still retain the values associated with the previous
real-height calculation step. Only the values KR and KV have been updated, to give the origin
for the next step.

Group-delay integrals are required at the frequencies FV(KV+1) to FV(KV+NF), where NF = MV,
Integrals are evaluated for plasma frequencies from FA (the starting frequency of the previous
real-height polynomial) to FV(KV). A few additional tests marked by ** in D.1.2 speed the
calculation by using only a five-point integration (except for the Tonger X-ray start section, when
12 points are used). The virtual-height coefficients d; are calculated in the normal way. One
additional statement, marked ** at the end of CC6, sugtracts the corresponding group-delay term
dj.qj from the virtual height HT(KVI).

Thus at the end of COEFIC the effect of group retardation in the real-height section from the
previous origin FA to the new origin FV(KV) has been accurately removed from all virtual heights
at frequencies FV(KV+l) to FV(KV+MV).

D.2.2. Quadratic reduction at higher frequencies.
(i) For linear-in-FN slabs.

At wave frequencies F greater than FRED an approximate reduction is used, assuming some
simplified form for the profile shape between scaled frequencies. For a fixed magnetic field the
group refractive index u' is a function of F and of the plasma frequency FN. At F >> FN the
group retardation in an interval FN = F1 to FN = F2 1s commonly determined as

R

*

[ (w-1).dn = (u*-1).h (D8)
1/2 (' (F,F1) + u'(F,F2)) (D9)

where "

This corresponds to trapezoidal integration. When a given frequency is reduced by the delay
in successive intervals in FN, the top limit of the first integral is the bottom limit of the next.
Only one new calculation of u' is therefore required for each interval, if the basic reduction cycle
calculates the retardation in successive real-height segments h0 to hl, hl to h2, ... at a given
frequency F. A disadvantage of this ordering is that, to make full allowance for the variation of
gyrofrequency FB with height, the value of FB should be rescaled at each calculation of u'.

The accuracy of the above procedure can be improved by a factor of about two if we replace (D9)
by

*

uweo= u'(F,FNA) (D10)

where  FNAZ = (F12 + F22)/2.  The improvement occurs because the integral of a parabolic

expression is represented twice as accurately by the value at the midpoint as by the mean of the

end-point values. Use of (D10) also removes the restriction that (to avoid calculating two new values

of p' for each interval) all calculations for a given frequency must be performed together. We can

now take each newly-calculated real-height segment and correct all higher frequencies for the delay

in this segment, using the (fixed) values of FNA and FB appropriate to the centre of the new segment.

This avoids the re-scaling of FB and corresponding adjustments to the constants FBsinI, FBcoslcotl,
; calculations which add nearly 50% to the total time required for a group index calculation.

112




For frequencies greater than 1.2FN the integral in (D8) depends primarily on the total electron
content over the height range Ah (Titheridge, 1959c).  For this reason (D10) uses the RMS plasma
frequency FNA to calculate u*. (D8) is then correct for a linear-in-N real-height interval Ah.
Within POLAN, however, height h is expressed as a function of FN. The starting slab used with X ray
calculations, and the top section of a valley, are Tinear in FN. While the choice between linear-in-N
and linear-in-FN has little effect on the results, it is important that the same representation be
used throughout. For a section h =a + b.FN extending from F1 to F2 the total electron content
is proportional to

1 = [ FN2.dn = b | FNZ.dFN = FNAZ.(h2-h1) (D11)
where FNAZ = (F22 + F2.F1 + F12)/3 (D12)
This value of FNA then gives a group retardation (D8) corresponding to the correct total electron
content.

(i1) For curved real-height sections (section C2.B of REDUCE).

POLAN calculates each real-height section as a polynomial in FN. A correction for profile
curvature can then be made, using the known values of the gradient G = dh/dFN at the ends of the
interval. For this purpose we represent the real-height section from Fl to F2 by

h = a+b.FN + 1/2 c.FN2.

Using & to denote the change in any quantity from F1 to F2 this gives

AG c.AFN
and Ah b.AFN + 1/2 c(F2 + F1)AFN = b.AFN + 1/2(F2 + F1)AG.

Equation (D11) then becomes

I o= b | FN2.dRN + c [ FNLOFN = 1/3 b.A(FNS) + 1/4 c.A(FN)
= (Ah - 1/2(F2+F1).A8).A(FN3)/(3AFN) + AG.A(FN4)/(44FN)
= Ah.FNAZ + AG.AFN.A(FN2)/12 (D13)
or I = DH.FNAZ
where DH = (hy - hy) + (G2-G1)(F2+F1)(F2-F1)2/(12*FNA2). (D14)

Calculations are therefore corrected for curvature of the real-height segments by assuming that
the group retardation is

R = (u'(F,FNA) -1).DH (D15)

where FNAZ 1is the effective mean value of FNZ, from (D12), and DH 1is a corrected height
interval from (D14). The gradients Gl, G2 at the end-points of each interval are normally obtained
during a real-height analysis, so the only additional work required is evaluation of the final term in
(D14). A negligible increase in computing time is involved, since the values of FNA and DH are
independent of the wave frequency; they are calculated only once for a given real-height segment.
With the corresponding value of gyrofrequency FB set in GIND, equation (D15) is then used to reduce
the virtual heights at all higher frequencies.

The result gives a close approximation to the true group retardation for wave frequencies
greater than 1.2F2. It is effectively an application of the Euler-Maclaurin formula, which shows that
an n-interval trapezoidal integration of y(x) from x1 to xp is corrected exactly for changes in the
first and second derivatives by a term  (gp-g1)(xp-X1)/12n where g = dy/dx. In the present
case we have derived a similar expression (013} to correct the integral I for changes in the first
derivative. The integrand and the definition of G differ somewhat from the Euler-Maclaurin form, so
results will not be fully corrected for a changing second derivative. The differences in form tend to
zero at f >> F2, when the use of (D14) corrects accurately for cubic profile segments.
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D.3 Calculation of the group refractive index - The subroutine GIND

The speed of the POLAN analysis depends primarily on the speed of the group index calculation.
The attainable accuracy can also be limited, under some conditions, by small-difference errors in the
calculations of u'. The following formulation completely avoids small difference errors for both the
ordinary and extraordinary rays, for the full range of dip angles (I = 0 to 90°) and for plasma
densities FN from 0 to the reflection point.

For vertical propagation in the upper atmosphere (and ignoring the effect of collisions) the
Appleton-Hartree equation for the phase refractive index u may be written

w2 = 1 - X.F/D (D16)
where X = FN2/F2, D=F+E (D16a)
G = B/F(1-X), E = A[{1+62)-5 - @] (D16b)
A = FHsinl and B = .5FHcosIcotI. (D16c)

FN is the plasma frequency, FH the gyrofrequency and I the magnetic dip angle. When the wave
frequency F is positive, (D16) gives the value of u for the ordinary ray. Making F negative changes
only the sign of the square-root term, when the equations are combined, giving the extraordinary ray
result. This convenient form has been retained in the group refractive index equations (below) by
suitable placement of the terms involving F. Hence throughout POLAN we adopt the convention that
extraordinary rays are indicated by a negative viiue for the wave frequency F.

GIND calculates the refractive indices as a function of the wave frequency F and the parameter
T defined by

T2 = 1 - FNZ2/FR2, (D17)
FR is the plasma frequency at reflection, so that FR = F for the ordinary ray and FRZ = F(F+FH)
for the extraordinary ray (which has F negative). T 1Js the independent variable in the group index
integrations in COEFIC. Use of T as a parameter, rather than FN, speeds the calculations and avoids
the small-difference errors which arise (near the reflection point) if T must be calculated from FN
within GIND.

Using the notation in (D16), the group refractive index u' is given by the relation

W' - w2 o= (F/2).d(u?)/dF (D18)

which leads to
(nou' - w2)(1-X)p/F = 1 - p2 - X2 + A.X(1+X)/[2D(1+G2)-0]. (D19)
This result is similar to the expression used by Shinn and Whale (1952). Direct evaluation of u' from
(D19) suffers from appreciable small-difference errors under some conditions, primarily in the
calculation of W= (1 - FX/D):2 and in the evaluation of (1-X) near reflection. The equations
were therefore rearranged as follows.
Plasma frequency is provided to GIND in terms of the parameter T of (D17). We then have

vV = F.(1-X) = F.T2 for the O-ray, (D20a)
and Vo= F.(1-X) = (F+FH).TZ - FH  for the X-ray (with F negative). (D20b)
For the 0-ray the value of G is positive, and (D16b) is replaced by the equivalent expression

E = A/ [(1+62).5+6] (D20c)
The group index is then obtained from

W = (F.G.E/V - A/2).(F-V) / D / (1+G2).5 (D21)

and W= | D+wWwl /[ D.(V+E) ]IS, (D22)
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The first term in (D21) does not give small-difference errors since it passes smoothly through
zero at a point depending on the "constant" A/2. The term F-V tends linearly to zero as the
electron density tends to zero (at the base of the jonosphere); at this point W =0 and (D22)
retains full accuracy. Near the reflection point, where T tends to zero, the term F.G.E/V in (D21)
becomes much larger than A/2. V also tends to zero so that W and u' retain full accuracy up to
and including the reflection point T = 0. One problem appears at reflection when (D16b) %ives G =
B/FT2, for the 0-ray. To avoid a division by zero, TZ is not allowed to fall below 10-20.

The exact value of G is not important near reflection, since the terms involving G cancel in (D21)
when G is large.

For the X-ray, using a negative value of F, the above equations give the correct value of u'. A
problem arises near reflection, where V is negative and the term V+E 1in (D22) can give a significant
small-difference error. This is avoided if we use, for the X-ray,

V+E = -E.U/A/[C + (€2 + U)-9] (D23)
where U = (V-FH).(F+FH).T2 and C =A+B.

C is independent of F and of T, so that C and C? need be calculated only when the gyrofrequency or
the dip angle is altered.

The above equations are implemented in GIND using variables
Gl=V, 62=6, G63=(1+862).5, G4 =E, G5=V+E, G6 =D and  G7 = W.

Results are normally required for a fixed value of the magnetic dip angle I, while the gyrofrequency
FH is changed only occasionally. The speed of the calculations is therefore increased by
precalculation of the "constants”" A and B in (Dl6c). This is done in POLAN by a statement

AA = GIND (GH, -DIP)

where GH_ is the gyrofrequency at ground level. Values of GH, GHSN = GHsinl and GCSCT =
0.5GH(c052I/sinI) are then calculated and stored in GIND. Note that cos2I/sinl should not be
obtained as (1/sinl - sinl), since the latter form gives unacceptable errors for dip angles near 90°.

Once the ground value of gyrofrequency has been set, the statement
FH = GIND (0., h)
calculates the gyrofrequency FH at the height h, using an inverse-cube extrapolation from the
ground value GH. The values of GHSN and GCSCT are also multiplied by FH/GH and stored as
FHSN and FCSCT, giving the constants A and B required in (D16). The values of € and of C(Z
required for accurate X-ray calculations are also stored at this time. For any required values of wave

frequency F, and relative plasma density defined by the parameter T, the group refractive index is
then obtained accurately and in minimum time by the statement

u'-1 = GIND (F,T).
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APPENDIX E.  THE CONSTRUCTION OF POLAN

The logic used by the main subroutine POLAN, to calculate a real-height profile using ordinary
ray data only, is summarised in Section E.l below. Procedures involved in the use of X-ray data, for
start or valley calculations, are given in Section E.2. The interpretation and use of the different
parameters is tabulated in Section E.3. Logic flow within the subroutine COEFIC is detailed in
Appendix D.1.

INPUT PARAMETERS specified in the call to POLAN are:-

Frequency, Height Arrays FV, HT (and the array dimension N).
Field constants FB, ADIP (in MHz, degrees).

START specifying the starting procedure, as set out in C1.2. Zero gives an extrapolated
start, with O-ray data, or a slab start when extraordinary (X-) ray data are present.

AMODE specifies the type of analysis. Zero gives Mode 5 (a fifth order least-squares fit).

VALLEY is normally zero, for a standard calculation of the valley between layers. It can
optionally specify a non-standard valley depth, as described in C3.1.

X-rays are identified by negative freguencies and, for each new layer, must precede the corresponding

0-ray data.
Within each block, frequencies must increase monotonically - this is used as a check for data errors.
The labels C1, €2, ... below correspond to the numbered comments in the listings of POLAN;

Tabels -(A), -(B), . . refer to sections of a subroutine called by POLAN.

E.1. LOGIC FLOW

E.1.1. PRELIMINARY
Cl.1- Store the magnetic field, MODE and VALLEY constants.
C1.2- THE SUBROUTINE SETUP 4s used to prepare for the START CALCULATION:-

-(A) Check for the presence of initial X-rays, and determine the lowest plasma frequency FMIN
in the given data arrays FV, HT.

-(B) Calculate the starting point (FA,HA) for direct, extrapolated, model FS, model HS or X-ray
(slab or polynomial) starts. Selection of the start procedure depends on the input
parameter "START", as shown below.

(a) With 0-RAY DATA only:

(1) Value of START =-1.0 : Use a direct start from the first frequency FMIN, with a
real height HMIN equal to the lowest of the first three O-ray virtual heights.

(ii) Value of START = 0.0 : Use the normal extrapolated start, from a frequency FA
which is normally 0.5 MHz, but must be less than O0.6FL.

The starting height HA 1is obtained by extrapolating the initial virtual-height
gradient down to zero frequency; HA must be less than HMIN + 50 km, and greater
than  HMIN/4 + 55 km.

(1i1) 0.0 < START < 45.0 : Use a model plasma frequency FS at a fixed height HS,
where:

Range of START

Start height HS

Start freq FS

0-10 10-20 20-30 30-40 40-45
90 110 130 150 170 km
START minus 0 10 20 30 40  MHz.

(iv) START > 45.0 : Use a model starting height HA at a fixed frequency FA.
FA is obtained as in (ii) above.
HA is set equal to the value of START, but must not exceed 0.6*HMIN + 0.4*HEXT where
HMIN is obtained from {i) and HEXT is the extrapolated height calculated in (ii).
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(b) When X-RAY DATA are present:

(i) START .GE. -1.0 : Use the standard X-ray slab start.

(i1) START < -1.0 : Calculate an X-ray polynomial start.

-(C) Move the virtual-height data up to start at FV(31), HT(31). Calculated real heights may then

begin at FV(1), HT(1), overwriting unwanted {past) virtual-height data as the analysis proceeds.
For extrapolated or model starts, store an additional virtual-height point at FV(30), HT(30).
This is at a frequency between the starting point of the polynomial (FA) and the first virtual
height (F1), with a height slightly below the minimum observed virtual height. The purpose of
this point is to prevent unwanted fluctuations in the real-height polynomial between FA and F1.

Set KV = 30 (or 29) to give the origin FV(KV), HT(KV) of the virtual-height data.

Store the starting point FA, HA at the virtual-height origin (KV) and at the real-height
origin FV(KR), HT(KR), where KR = 1.

E.1.2. SELECT DATA POINTS FOR THE NEXT STEP.

C2.1- Set polynomial constants.
IF  the next step is a new Start, or a Restart (after a cusp or peak),

THEN SET NR = 0 = number of fitted real heights,
NT = number of terms in the polynomial real-height expression,
NV = number of fitted virtual heights,
NH = number of new real heights to calculate,

using elements 1 to 10 of the arrays IT, IV and IH. The element used
corresponds to the parameter MODE, reduced to the range 1 to 10.

ELSE SET NR, NT, NV, NH from elements 11 to 20 of the arrays IR,IT,IV,IH.

C2.2- THE SUBROUTINE SELDAT is used to

=(A) COUNT the number of initial X-rays (indicated by FV < 0.). If the corresponding plasma
frequency at reflection is less than FA, for any X-ray: LIST bad data and EXIT.

CHECK the next NV frequencies. If these do not increase monotonically: LIST bad data and EXIT.

END CHECK IF h' < 0 (implying a cusp)
or IF the next frequency is negative (end of record):
and SET h' = |h'|], FCC = -0.1.

END CHECK IF the next |h'} s less than 30 (implying a peak);
IF the next F =0, THEN set FCC = +0.1
ELSE set  FCC = next frequency.

END CHECK  IF the total number of frequencies (X-ray + O-ray) = 30.

-(B) For a START or VALLEY calculation, using X-ray data, add additional points
if (i) the O-ray data does not extend up to the top plasma frequency of the X-ray data,
or (ii) the O-ray frequency range is less than the desired minimum range, as specified by
the constant FFIT (in MHz);
PROVIDED THAT the added point does not have excessive group retardation; the
virtual-height gradient Ah'/AF must be Tess than the constant GFIT, in km/MHz.

-(C) Shift the data arrays to delete any X-ray data for which FN (at reflection) is greater than

FM + 0.1 MHz.
Set FM = FY(MF) = the highest O-ray frequency to be used in this step.
IF KR =1 (indicating the first step in the analysis): G0 7O C3.
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€2.3- THE SUBROUTINE REDUCE is used to reduce all virtual heights by the group delay
in the last-calculated real-height section.

-(A) Reduction using the full polynomial expression for the real-height profile.

Get the index KM for the highest frequency with FN (at reflection) less than FM + 0.04*MODE,
and with h'> 30 km (i.e. not a cusp or a peak).
[This gives FN up to FM + 0.2 MHz  for the normal default Mode = 5,
or FN up to FM + 0.6 MHz  for increased accuracy at Mode = 15].
CALL COEFIC with the first parameter negative, to calculate the total group delay (integrating
from the previous origin FA to the current origin FV(KV)), and subtract this
from the virtual height for each frequency from FV(KV+1) to FV(KM).

-(B) Reduction using separate laminations.

For each of the newly calculated real-height intervals, and for frequencies F from FV(KM+1)
to the end of the data, determine the effective mean plasma frequency FAV. The optimum

value of FAV depends on the difference F-FAV; on the change in gradient across the real
height interval; and on the possible presence of a peak (infinite gradient) at the upper limit.

Calculate the mean group refractive index, corresponding to (F, FAV), and subtract the
corresponding group retardation from the virtual height h*(F).

IF |h'f < 30 (denoting a critical frequency) omit the calculation, Teaving h' unchanged.

IF h' < 0 (denoting a cusp) add the calculated group retardation to h'.

E.1.3. SET UP SIMULTANEQUS EQUATIONS FOR THE NEXT PROFILE STEP

€3.1~ INITIALISE

SET the number of polynomial terms MT = NT + (NX+1)/2, where
NX 1is the number of X-rays included in this step,
MT must not exceed 15,
MT must not exceed the total number of fitted points (virtual + real).

SET the origin at FA = FV(KR), HA = HT(KR).
SET JM = MT = Total number of terms in the real-height expression.

IF  an X-ray start, OR the calculation is restarting above a peak {with a possible valley),
THEN SET JM = MT+1 to include a constant (offset) term in the real-height polynomial.

VALLEY check (within the subroutine STAVAL). The end of the data for any one layer is indicated
by a critical frequency (scaled or zero) accompanied by a virtual height which is
less than 30 km in absolute value. )

IF  the virtual height HV{(KV) (at the origin frequency FA) 1is greater then 30 km,
THEN SET HVAL = 0. and GO TO €3.2 (for a normal step)
ELSE carry out the valley set-up procedure described in Appendix E.2 (1) below.

€3.2- CALCULATE COEFFICIENTS for the simultaneous equations defining the real-height profile.

CALL COEFIC (Mv, FV, HT) to calculate the coefficients B(i,j), A(i,j) such that

JM
2 B(1,3).Q;

) = HT(KV+i) - HA  for fitted virtual heights, i = 1 to MV.
J:

JM . . . .
.ZlA(i,j).Qj = HT(KR+i) - HA  for fitted real heights, i =1 to NR.
J= i

The real-height profile from FA = FV(KV) [ = FV(KR) ], to the highest reflected
frequency FM = FV(KV+NV), 1is assumed to be of the form

IM ) i
H-HA = ,zIQj.(F - FA)J, so that A(i,j) = (FV(Kv+i) - FA)J.
= :
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IF  JM = MT (the number of polynomial terms in the real-height expression):
THEN GO TO (4.
ELSE  add a constant term, to allow for a shift in the real-height origin in start and
valley calculations. This logic is described in Appendix E.2 (2) below.

E.1.4. LEAST-SQUARES SOLUTION of the simultaneous equations, in the Matrix B.

C4.1- CALL SOLVE (NS, JM, B, Q, DEVN) to obtain the Teast-squares solution of the NS = MV+NR+MS
equations.  This solution gives the coefficients Q(1) to Q(JM) defining the real-height
profile, and the R.M.S. deviation DEVN of the least-squares solution (when JM < NS).

The real-height equations are given a large weight in the least-squares solution, so that
DEVN gives closely the R.M.S. fitting accuracy (in km) for the virtual-height data.

C4.2- CALL ADJUST to check the solution as follows. (Note that these adjustments can be omitted by
using a negative value for the input parameter DIP).

-(A} The INITIAL GRADIENT Q(1) of the polynomial real-height section.
For normal steps the minimum physically-reasonable gradient is MINQl = 1.5 km/MHz.
For valley steps (HVAL non-zero) the minimum initial gradient of the real-height polynomial,
above the valley, 1is MINQl = SHA (= the model atmospheric scale height).
IF  Q{1) < MINg1
THEN add the constraint Q(1) = MINQl and obtain a new least-squares solution.

For start calculations using X-rays, an upper 1imit is placed on Q(1), to reduce meaningless
variations in the unobserved region at FN < Fl:-

IF  Q(1) > 100 km/MHz, and LK <1
THEN add the constraint Q(1) = 100, and obtain a new least-squares solution.

~(B) If the number of terms (MQ) used in the real-height polynomial is larger than necessary, the high
order terms are not well defined by the Teast-squares solution. Checks are carried out for
this condition, and the order of the polynomial is reduced (unless this is the last real-height
section before a peak, when a rapid change in gradient is normal and the checks are omitted).

IF  the last three (high-order) polynomial coefficients alternate in sign,
‘with an overall increase in magnitude of more than a factor of 2,
or IF  the magnitude of either of the last two coefficients exceeds 999.,

THEN  add the constraint Q(MQ) = 0, and obtain a new least-squares solution.

This check is repeated until (i) . the number of non-zero polynomial terms is less than 5,
or ({ii) the magnitude of the last polynomial term is less than 150.

-(C) Corrections in the START or VALLEY regions.

(i) Limit the thickness of the underlying slab used in an X-ray start calculation.

IF  the thickness Q(MT) of the calculated linear slab of lTow-density ionisation is negative,
THEN impose the constraint Q(MT) = 0 and obtain a new least-squares solution for the
other real-height parameters Q(j).

IF the new solution increases the R.M.S. virtual-height fitting error by more than 25%,
THEN return to the original solution with Q(MT) negative.

(i1) START calculations: the real height at the start of the polynomial section (at ;the frequency
FA) must be less than the original height HA, and greater than 60km.

IF  the calculated shift Q(JM) in the real height at the origin (FA,HA) is positive,
THEN obtain a new solution with Q{JM) = 0.

IF  the calculated shift Q(JM) lowers HA to less than 60 km,
THEN impose the constraint Q(JM) = 60 - HA, and recalculate the least-squares solution.

(iii) VALLEY calculations {using 0- or X-rays):

IF  the calculated shift Q(JM) in the height at the frequency FA is negative,
THEN obtain a new least-squares solution with Q(JM) = 0.1

C4.3- ITERATION of valley calculations, to adjust VDEPTH;
or of X-start calculations, to adjust the gyrofrequency.

119




C4.3- ITERATION of valley calculations, to adjust VDEPTH;

E.1.

E.1.

c6 -
-(A)

or of X-start calculations, to adjust the gyrofrequency.

IF  JM = MT+1, AND the number of X-rays is zero (implying an O-RAY VALLEY CALCULATION)
THEN the total valley width is VWIDTH = PARHT + (calculated value of Q(dM));
IF  this is the first solution for this valley,
THEN GO TO X1.C (in STAVAL) to adjust VDEPTH to correspond to the standard
valley shape, and recalculate the solution.

IF  X-rays are used, in the START or VALLEY calculation, additional checks are carried out
within STAVAL, as outlined in section E.2.3 below. Results for ionisation in the
unobserved start or valley regions are then listed and, if necessary, iterated with
altered values for VDEPTH or for the gyrofrequency height FHHT (as in section E.2.3).

5. CALCULATE AND STORE REAL HEIGHTS at the next NH frequencies, setting
FY(KT) = FV(KA), where KT = KR+NR+1 to KR+NR+NH; KA = KT + (KV-KR);  and

HT(KT) = HA.gQQj.(FV(KT) - FA).
j=1

MQ is equal to MT for all conditions except for a slab start calculation, when
MQ = MT-1 [and the term Q(MT) gives the thickness of the underlying slab].

IF  for any calculated point the height HT(KT) is less than HT(KT-1),
and Q(MQ) has not already been altered,
THEN PRINT "Error at freq = FV(KT)";
Obtain a new least-square solution with the additional constraint Q(MQ) = 0.0
(effectively reducing the order of the fitted real-height polynomial by one)
Recalculate HT(KT), and continue with the analysis.

B

CALCULATE further real heights, up to the highest virtual-height frequency used in the analysis,
from the polynomial expansion. (These heights will be recalculated more accurately in
a later step. Preliminary values may, however, be used by the later steps to obtain
the correct gyrofrequency.)

IF  FC is zero (i.e. the calculation did not extend to a peak or cusp)
GO TO C2.1A to calculate the next real-height step.

IF  FC is positive, GO TO C6 to calculate the parameters of the peak.
IF FC = -0.1, GO TO C2.1 to restart calculations above the cusp.
IF  FC 1is negative, GO TO C7.3 to end the analysis.

6. LEAST-SQUARES CALCULATION OF A CHAPMAN-LAYER PEAK.

The critical frequency and the scale height of the peak are obtained by fitting a Chapman
Jayer to the calculated real-height gradients. This fit normally requires iteration, since
height h cannot be expressed directly in terms of the plasma frequency FN. The calculations
begin with an assumed model value SHA for the scale height. After two calculations we get a
result which is almost independent of SHA, +if virtual heights have been scaled close to FC.
As the interval between the highest scaled frequencies and the critical frequency increases,
giving less information on the scale height near the peak, the calculated scale height tends
more towards the model value. With poor data the calculation is not iterated, and results
remain more heavily weighted towards the model value SHA.

SET NK equal to the number of data points (MV) used in the last real-height fit,
giving the number of data points to use in the peak fit calculation.
IF MODE < 4 (so that MV < 3) use NK = MV + 1.

IF  foFC was scaled, increase NK by one to inciude this measurement.
IF  fxFC was scaled, increase NK by one to include this measurement.
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SET INITIAL VALUES: Scale height SHA = HM/4 - 20 km, and Peak height HM = HN + 0.3*SHA,
where HN = h(FM) 1is the last calculated real height.

SET FW = F1 -AF/2, where AF is the frequency range used in the peak fit.

-(B) For each frequency Fi included in the peak fit:

CALCULATE the normalised gradient Grad = (4/FN).d(FN)/dh, from the last real-height
polynomial.

CALCULATE coefficients B(i,2) for the equation

B(i,1).In(FC) + B(i,2).(SH/SHA)Z = B(i,3).1n(Fy),
using the Chapman-layer assumption B(i,1) = B(i,3) = 1.

Multiply  the B(i,j) by Wi = (Fj - FW)/(FM - FW), where FM is the highest scaled frequency;
this gives a weight proportional to (Fy - FW)2 in the least-squares solution.

-- For each scaled critical frequency, add a peak fit equation with B(i,2) = 0.

IF  the given FC s an X-ray measurement, convert it to the corresponding plasma
frequency (using the gyrofrequency at the height HM).

-- SOLVE the NP simultaneous equations, to give the values of n(FC) and SH.

IF  the real-height gradient dh/dFN increases by less than 40% over the top half of the
fitted frequency range {so that the profile curvature and hence the scale height
are not adequately defined),

THEN replace SH by (SH+SHA)/2 when SH < SHA, or by 2.SH.SHA/(SH+SHA) at SH > SHA,
and modify the least-squares fit to obtain the corresponding value of FC. (This
adjustment is cancelled if it increases the R.M.S. deviation of the calculation by
a factor of more than 2.0.)

-- USE  SH and the gradient at FM to calculate the peak height HM.

IF  the extrapolation range HM - h(FM) is greater than 1.8 scale heights,
THEN set HM = h(FM) + 1.8 SH.

IF  the peak extrapolation exceeds one scale height, or the real-height gradient increases
by Tess than 80% over the top half of the fitted frequency range,
THEN GO TO -(C) (leaving the calculated SH weighted towards SHA).

ELSE IF  the peak fit has been performed once only, set SHA = SH and
60 TO -(B) (to recalculate SH, FC using the updated values of SH, HM).

-(C) Final adjustment and Tisting of the peak constants.

Calculate the critical frequency FPAR for a parabolic peak with height HM and scale height 1.25SH;
The frequency extrapolation FC-FM must agree to within a factor of 2 with the range FPAR-FM.

The least-squares fit gives a R.M.S. deviation for the calculated value of n(FC);
convert this to a standard error in FC, and print the peak constants.

E.1.7. CONTINUE with a new layer; or TERMINATE.

IF  the next virtual height is not zero,
THEN GO 70 €2  (do next profile step).

ELSE set N equal to the number of real-height data points in the arrays HT, FV.
Store the scale height of the final peak, the standard error in FC, the overall slab
thickness, the total electron content, the width of the last valley and the R.M.S.
deviation of the last X-ray fit in the following three elements of the arrays HT, FV.
(The total content and slab thickness are obtained by exact numerical integration of
the analytic real-height expressions.)

RETURN FROM POLAN.
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E.2. START AND VALLEY PROCEDURES

When X-ray data are used for start or valley calculations, additional logic is required to
adjust the solution and to iterate it as required. Most of the logic relating to start and valley
calculations is contained in the subroutine STAVAL. This is first called from section C3.1 of POLAN,
to set up the valley constants as described in E.2.1 below. After formulation of the basic real
height equations, additional equations are added to apply physical constraints to a start or valley
solution. This is done in Section C3.3 of POLAN and is outlined in E.2.2 below. After the
real-height solution has been obtained STAVAL is called again, from Section €4.2 of POLAN, to check

the result and repeat the calculation if required. The Togic for this process is summarised in
Section E.2.3.

E.2.1. INITIAL VALLEY CONSTANTS

In the absence of X-ray data the type of valley calculation is normally defined by the
parameter VALLEY in the call to POLAN. Internally this is used to set the valley flag parameter
HVAL. If a non-zero virtual height is given at the critical-frequency data point, this height is
used (instead of VALLEY) to define the value of HVAL for the current profile. The following steps
describe the logic used to set initial constants for the valley region, in section C3.1 of POLAN.

(a) The valley flag HVAL:-

SET HVAL = HV(KV) or, if this is zero, SET HVAL = input parameter VALLEY.
IF  HVAL = 0.0 ({the default condition), THEN SET HVAL = 1.0 for a normal valley.
IF HVAL .GE. 10.0, SET HVAL = 0.0 so that a valley is not inserted above the peak.

1

(b) The valley width VWIDTH:-
IF  HVAL = 1.0, SET VWIDTH equal to the standard value of 2*SHA km,
where SHA = (peak height)/4 - 20 = model atmospheric scale height.

IF  HVAL s in the range 0.1 to 5.0, the value of VWIDTH s multiplied by HVAL;
this is used to scale the standard valley.

IF  HVAL < -1.0, SET VWIDTH = 5 * INT{HVALI;
this sets a required value of valley width, defined in 5 km steps.
Any decimal part of HVAL defines the valley depth as in (c) below.

{(c) The valley depth VDEPTH:-

SET VDEPTH equal to the standard value 0.155*VWIDTHZ/ (VWIDTH+20) MHz.
IF HVAL < 0.0 and HVAL is not integral, SET VDEPTH equal to the decimal part of JHVALY.
IF NX > 0 (an X-ray calculation),

AND HVAL = -1.0 (requesting a determination of valley width and depth),
THEN SET  VDEPTH = 0.1001 MHz, as an initial depth from which to iterate.

SET VDEPTH = VDEPTH*FA/(VDEPTH+FA), to ensure that the valley depth is less than the
critical frequency (FC, = FA) of the underlying peak.

(d) The parabolic PEAK section:-

Constants for the underlying peak are the critical frequency FC = FA, the
peak height HMAX and the scale height SH; these have been calculated in
the previous real-height step of POLAN.

EXTRAPOLATE the underlying peak to FN = FC - VDEPTH, using a parabolic section with
a scale height of 1.4*SH.

SET the origin at HA = HM + PARHT, where PARHT is the thickness of the extrapolated
peak section.

SET the mean gyrofrequency height FHHT = HA + 20 km (for variable gyrofrequency
calculations).
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E.2.2. THE ADDITION OF PHYSICAL CONSTRAINTS

For START and VALLEY calculations the total number of terms in the real-height polynomial is

JM = MT + 1. The extra term allows a calculated shift in the height at the frequency FA. To aid

in reliable calculations of this shift, a number of "physical constraints" are added to the set of
simultaneous equatfons. These are applied in Section C3.3 of POLAN, and serve to bias the results to
a more physically acceptable form. (Note that these physical constraints can be omitted by making the
input mode parameter AMODE negative).

(a)

~—

IF LK< 0 we have an EXTRAORDINARY-RAY START CALCULATION.

MT-1 .
The assumed real-height expression is then: H-HA = 'zl Qj-(F - FA)J + Q(JM)

The additional (constant) term Q(JM) gives the amount by which the calculated real height

differs from the initial estimate HA at the starting frequency FA. The corresponding virtual
height term is B(i,JM) = 1

The term involving Q(MT) does not appear in the real-height polynomial. This term gives
the thickness of an underlying, low-density slab of jonisation with FN increasing linearly from
0.3F1 to 0.6F1 (= FA), where F1 1is the lowest observed plasma frequency. The virtual height
term B(i,MT) gives the group retardation produced by this slab.

Three physical constraints are currently added to the set of simultaneous equations for an
X-ray start calculation. These are given a small effective weight so that they alter the result
only if the virtual-height equations do not, in themselves, give a well-defined solution.

The added equations require that:

(i) The calculated offset Q(JM) gives approximate agreement with the starting height which
would be used in the absence of X-rays (the height HS obtained by SETUP in section C1.2)
(i1) The slab thickness Q(MT) is approximately equal to HS/3-20 km.

(iii) The high order term Q(MT-1) in the polynomial real-height expression should be small.

IF HVAL is not zero, we have a VALLEY CALCULATION, using O-rays or combined O- and X-rays.

MT .
The real-height expression is then: H-HA = .ZIQj.(F - FA)J + Q(Jam)
j=

where Q(JM) gives the amount by which H(FA) exceeds HA. Thus the calculated value of
Q(JM) gives the total valley width less the distance PARHT (= HA-HM) corresponding to the
extrapolated parabolic peak in €3.1(D).

JM
The virtual-height relations are: ,ZlB(i,j).Qj = HT(KV+i) ~ HA - P;
j=

where P; s the virtual-height increase caused by the extrapolated parabolic peak section at
the frequency F; = FV(KV+i). B(i,MT) gives the virtual-height increase from the upper part
of the valley. This consists of:-

(1) A region of constant plasma frequency FN = FA - VDEPTH, with a thickness 0.6*Q(JM), and
{(ii) A region with FN increasing linearly from FA - VDEPTH to FA, over a distance 0.4*Q(JM).

Valley calculations include four physical constraints to bias ill-defined results towards
a physically reasonable model. For ordinary ray calculations, virtual-height data give no inform-
ation about the valley size. The added physical relations are then given the same weight in the
least-squares solution as the virtual-height data. With combined 0- and X-ray data, which can
(ideally) define the valley width without ambiguity, the relation (i) is given a smaller weight.
The added equations (described more fully in Section 7.3 of this report) specify that

(i) Q(JM) = VWIDTH - PARHT. The calculated valley width should be equal to the "standard" value
from €3.1(b). This constraint has a weight of 1.0 under normal conditions. The weight
is increased to 100 when HVAL < -1.0, indicating that a specific valley width is required.
When X-ray data are used to determine the valley width, the weight is reduced to 0.04.

{(i1) The gradient at the top of the valley section should match the gradient at the start of the
polynomial section. This condition has a weight of 0.16.

(1i1)The high order polynomial term Q(MT) should be small. This condition has a weight of 0.25.
(iv) The term Q(MT-1) should be small. This condition has a weight of only 0.02.
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E.2.3. ITERATION OF THE PROFILE

In start or valley calculations using X-ray data, the calculated profile must be iterated to
allow for height variations in the value of the gyrofrequency FH, and to adjust for changes in the
valley depth. These adjustments are controlled by the subroutine STAVAL, after calculation of the
parameters Q(1) to Q(JM) which define the real-height profile and after the elimination of
unphysical values of these parameters, but before the real heights are stored.

Labels CX... below identify the corresponding section in the subroutine STAVAL.

CX2- CALCULATE THE REAL HEIGHTS at all frequencies used in the analysis, from the coefficients Q.
IF  START = -0.1, THEN GO TO CX3 ({omitting checks).

IF  the number of iteration cycles NC 1is greater than (about) 10 for this step,
THEN GO TO CX3 (continue with no further adjustments).

IF  the profile gradient (hy - hy_1)/(F; - Fj_1) {is greater than 2 at all points,
THEN GO TO CX3 (continue with satisfactory profile).

TREATMENT OF FAULTY PROFILES:-
IF  the X-ray data had a weight XWAT = 1, and NC > 1;
THEN SET XWAT = 0.5; PRINT "X-ray weights reduced to 1/4"; and
GO TO C3.2 to recalculate the profile.
IF  this frequency interval (Fj_1 to F;j) has already caused downwards adjustment of Q(am),
AND the adjustment failed to increase hj - hj_y3
THEN PRINT "data and gyrofrequency incompatible at F = Fj" and continue with no
further adjustments or iteration.
ELSE modify the least-squares solution by imposing a smaller vaiue of Q(JIM) (lowering
the start point); and
GO TO CX2.

CX3- SET FHHT = the height of an X-ray about one third of the way up the fitted range.
IF  the calculation involves X-rays, with a height-variable gyrofrequency,
AND the gyrofrequency height has changed by more than 2.0 km,
THEN SET LOOP = 3 so that the solution will be iterated from C3.2.

CX4,5-
LIST the Start, Valley constants.

IF LOOP =3, GO TO 3.2 (recalculate using FB at the last-found heights).
IF  this is a start calculation, GO TO CX7.
CX6-  X-RAY VALLEY ADJUSTMENTS.

CX6.A SINGLE-PARAMETER CALCULATIONS determine the width of a standard shaped valley.
IF  the solution has not been iterated,
THEN Adjust the depth to correspond to the calculated width, in €3.1(c).
Recalculate the thickness of the peak section, in €3.1(d).
G0 TO €3.2 to recalculate the profile and the valley width.
ELSE IF  the depth adjustment increased the fitting error DEVN by more than 10%,
THER  recalculate the profile and valley width using the original depth.
ELSE GO TO CX7 to store the valley heights.

CX6.B TWO-PARAMETER CALCULATIONS determine Valley Width and Depth independently (when VALLEY < 0).
The first two iterations use depths VAL of 0.1001 and 0.6006 MHz.  Further steps
continue from whichever solution gives the smaller R.M.S. deviation (DEVN), adjusting
VDEPTH by a factor DVAL = 1 + 0.5 cos(0.85DIP) at each step. After each adjustment
of VAL, the entire real-height calculation must be repeated.

IF VAL = 0.1001: set VAL = 0.6006 MHz; set DEVL = DEVN; and RECALCULATE VALLEY PROFILE
(go to C3.1(d), in STAVAL, to adjust the peak thickness and recycle).
IF VAL = 0.6006:

THEN IF DEVN < DEVL, THEN set DEVL = DEVN.

ELSE set VAL = 0.1001 to revert to the smaller depth.
SET VAL = VAL*DVAL and RECALCULATE VALLEY PROFILE.

won
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IF  DVAL 1is negative, GO to CX7 (end of valley iteration).

IF this is the THIRD CYCLE:-
THEN IF DEVN > DEVL
THEN  set DVAL
set VAL
ELSE  set VAL
RECALCULATE VALLEY PROFILE.

1./DVAL (to reverse the direction of iteration)
VAL*DVALZ,
VAL*DVAL, DEVL = DEVN.

o on

IF  DEVN < 0.97 DEVL - 0.003 KM, on LATER CYCLES,
THEN set VAL = VAL*DVAL, DEVL = DEVN.
ELSE we have passed a minimum (or DEVN is changing very slowly);
INTERPOLATE in the Tast three values of DEVN to find the minimum, limiting the
result to within a factor DVALY/Z of the Tast interval.
Calculate  the corresponding value of VAL, and set DVAL = -DVAL (to signal
the final calculation).

RECALCULATE VALLEY PROFILE by doing C3.1(d), within STAVAL, followed by
GO TO C3.2 in POLAN.

CX7- STORE DATA POINTS for the start or valley region, at frequencies Tless than FA, and at F = FA.

INCREASE KV to the first O-ray point (so that real heights will not be calculated at
the X-ray frequencies).

GO T0 C5 to calculate, check and store the real heights at F > FA.
END X RAYS

E.3. PROGRAM PARAMETERS

The relation between many parameters varies depending on the stage reached in the real-height
analysis:~ a normal step, a start calculation using O-ray data only, start using 0- and X-ray data,
valley using O-ray data only, or valley using 0- and X-ray data.

Table E1 summarises the values and interpretation of some of these parameters under different
conditions.  The labels Cl, C2, ... in this table refer to the corresponding section in POLAN.
KR and KY are the indices for the current origin, giving the position of the point FA, HA 1in the
real and virtual-height data arrays FV, HT.

Table E2 shows how different variables and parameters are used. The first column in this
Table identifies the section within POLAN. The second column shows variables which are tested to
determine a course of action. Program changes which alter any of the variables in this column will
alter the path of the program. The last column in Table E2 shows how variables are changed at
different stages of the program. This provides a ready reference to the setting, use and meaning
of the variables within POLAN.
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TABLE E1. Interpretation of parameters, according to the type of the current real-height step.
0 START X-START VALLEY PROFILE STEP
Slab Poly 0 X Normal Cusp; Peak
Cl.
LK 1 -1 0 >2 >2
Js 2 (0=direct) 1 - -
NX 0 >0 0 0 0
KR 1 1 >1 >1
c2. NF = No of 0 rays; MV = Total Frequencies (=NF+NX); FM = FV(MF) = Top Freq.
MOD <11 <11 <1l >10
HT(KV) >30 >30 <30 >30 <-30;]h"}<30
FCC 0 0 0 0 -.1; .1 or FC
NX 0 >0 0 >0 0
reduce? no no yes yes
C3. MT = Number of terms in the real-height expansion {omitting any constant)
Parameters after JM are set in STAVAL.
JM MT MT+1 MT+1 MT
KD 0 (0) 3 0
HS - - HM+SHA -
HVAL 0 0 >0 0 0
VDEPTH 0 .3F1 0 >0 0
PARHT 0 0 >0 0
€3.2 Call COEFIC (with MV frequencies) to calculate B(I,J).
€C3.3 Add "Physical Relations" equations.
C4. Call SOLVE to obtain the real-height parameters Q(1) to Q(JM).
C4.2 Call ADJUST to limit the parameters Q to physically acceptable ranges.
C4.3  For START or VALLEY Calculations: Do Section CX. below (in STAVAL).
Cs. Check and Store Real Heights HT(KT), for KT = KR+NR+1 to KR+NR#NF,
at frequencies FV(KV =NR =1) to FV(MF) = FM.
KT KR+NF KR+NF KR+NF KR+NF
KR KR+NH KR+NH KR+NH KR+NH KT 5 KT+1
Kv KV+NH KV+NH KV+NH KV-+NH KV+NH; KV+NH+1
C6. Layer Peak: If FC > 0., Calculate and store HT(KR) = HMAX
G0 TO C2.
CX. —- in STAVAL X RAY CALCULATIONS
START VALLEY
Q(MT) (= Slab) 20 - - -
Q(JdM) (= Offset) <0 <0 20 20
Q(JM) if dh/dFN >2 decrease Q(JM) decrease Q(JM)
Check Heights Check Heights
Iterate FB Iterate FB, VDEPTH
KD 2 1 3 3
KR 2 1 KR+3 KR+3
Kv KV+NX-1 - KV+NX
NH NH+1 NH+2 - -
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TABLE E2.

Testing and setting of parameters.

Quotes denote an "Input Parameter" to POLAN.

SECTION

CONDITION- Variables tested.

ACTION- Variables Altered.

C1. PRELIMINARY

"AMODE" MODE (1 to 20), MOD1 (1 to 10).

Cl.2 (in SETUP) "FV(1,2,3, ....)" FMIN = lowest plasma frequency in data.
Normal Start “START" >= 0 LK =1, JS =2, HS = extrapolated.
Direct Start "START" = -1.0 HS = h'min, FA=F(1}, JS=0, LK=1
Model Height ["START"] >= 44 HS = model.

A1l steps HA = HS, FA =.0.5.
Model Density |“START"|< 44  (and not zero) HA, FA are given the model values.
X Start: Slab FV(1) < 0. LK =.-1, 35 =1, HA, FA, VDEPTH.
POLY FV(1) < 0. and "START" < -44. LK = VDEPTH = Q.
A1l steps FV(1, 29- ), HT(1l, 29- ).
A1l steps KR =1, KV =29 (for a normal start)
30 ( X ray start)
31 direct start)

C2. SELECT DATA .

2.1 Start or cusp/peak restart MOD = 1 to 10; NNR = 0; KT = KR

C2.1A Second step MOD =11 TO 20; KR, KV are reduced.

c2.18 A1l steps set NT, NV, NH, NR, NL

set FHHT and FH; set FCC = 0 {(no peak).

C2.2 (in SELDAT) NX = number of X rays

MV = total number of frequencies fitted

FM = FV(MF) = FV(KV+MV) = top frequency
HT{MF) <0 (a cusp) FCC = -0.1, HT(MF) = |HT(MF)]
FV(MF+1) < O (data ends) FCC = -0.1
HT(MF+1) <30 (a peak) FCC = AMAX(0.1, scaled FC).
Top X-rays > FM + 0.1 MHz Reduce NX and MV to delete rays,

move FV(K), HT(K) at K >= KV+NX.

NK =0 LK >= 1

C2.3 (in REDUCE)

C2.A (COEFIC) At KR >1 KM = top point for exact reduction;
HT(KV+1 to KM) are reduced
LK = -1 or O LK =1
2.8 At KR > 1 HT(KM+1 to end) are reduced
LK = KR
FA = FV(KR), HA = HT(KR)
C3. Set Constants
€3.1 A1l steps JM = MT = number of terms in polynomial
A1l steps FC = FCC, KD = 0
All steps NC =MC =20 (Iteration counters)
IHT(KV)] > 10.0 HVAL = 0.;  Go to C3.2 {no valley)
Valley Constants
CX1. (in STAVAL) DEVLL = 107 = 10*DEVL.
SHA = HM/4-20 (model scale height).
HS = HM + SHA (field height).
CX1.8B VWIDTH = 2.SHA.
HVAL < 9 VWIDTH = VWIDTH*HVAL.
HVAL < ~1. VWIDTH = 5.*INT{-HVAL)
VAL = Standard Depth
HVAL < 0. and NX >0 VAL = 0.1001 MHz (initial trial).
VDEPTH = VAL 1limited to < FA
PARHT = ht above peak, to FC-VDEPTH
HA = HM+PARHT  (start of slab valley)
NC = 0 (first cycle) FHHT = HA+20 km (valley field height)
LK ¢ 0 (X start) or HVAL # 0 JM = MT+1 (constant term; JM ¢ MV)
€3.2 Form equations Coefficients B(I, 1 to JM+l) are
stored by COEFIC, for I = 1 to MV+NR.
Add physical equations to B(I,J).
NC = count of cycles through C4.
C4. Solve equations Real-height coefficients Q(1 to MT).
C4.2 (in ADJUST) LK =0 or 1, and Q1) > 50 Re-solve with Q(1) = 50 km.
Q(1) < 2.0 Re-solve with Q(1) = 2.0 km.
C4.3 (in STAVAL) dM > MT (X start, or any valley) Go to CX1 (X-ray checks and iteration)
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APPENDIX F.  PROGRAM LISTINGS.

The 1istings below were obtained during compilation on a PDP11/10 minicomputer. FORTRAN line
numbers added during the compilation are shown at the left of each FORTRAN statement. These numbers
can be used in reporting any problems to the author. Columms 73 to 80 of many Tines have been used
for a short comment indicating the purpose of the line, and these are not part of the program code.

The compilations shown were obtained under FORTRAN 4. The programs have been run without
modification on some systems using FORTRAN 77. With other machines a few changes may be required.
The 'constants' given in DATA statements must retain their values between successive calls to the
subroutines. This is not mandatory in FORTRAN, and with some versions of FORTRAN 77 the DATA must
be changed to SAVE or STATIC. For systems which carry out run-time checking of array bounds,
most of the DIMENSION statements must be changed from  FV(40), HT{40) to FV(8), HT(8).

Some compilers may also require that statements of the type: DO ## I=1, N+5
be replaced by: Nb= N+5 / DO ## I=1,N5.

In the Tistings below, program statements which are a necessary part of the calculation are shown
in upper case. Lines in lower case relate to ouput listings or trace facilities, and can be ignored
for purposes of following the basic program logic.

F.1 THE MAIN SUBROUTINE POLAN

0001 SUBROUTINE POLAN (N,FV,HT, FB,DIP,START, AMODE,VALLEY,LIST)

c

¢ - - Generalised POLynomial real height ANalysis - - may73/feb84.
¢ Overlapping, Single or Least Squares, with full start and valley options.
c 1f problems arise, run data with 1list = 4 and mail all output to:-
c J.E.Titheridge, Physics Dept., University of Auckland, New Zealand.
CXXXXXKXXXKKXKXKXXXKXXXKKKKXKX KKK XK HXKXXXKXKKKXX KKK KKK KKK KKK KKK KKK KKK KKK KKK
c INPUT DATA *
c *
c--- Polan is called with frequency, height data in the arrays fv, ht. *
c *
c--- Initially:- set n equal to the dimension of the arrays fv, ht; *
¢ this must be greater than 30 + the number of data points in the arrays. *
c *
¢ Intermediate layers terminate at a scaled critical frequency (or fc = 0.) *
C with: h' = 0 for a chapman peak and normal valley, *
o h' = 10 for a peak with no following valley, *
c h' = negative for a cusp-type discontinuity only. *
c The o-ray fc (scaled or zero) may be followed by an x-ray value (-fcx). *
c *
¢ The final layer is terminated by at least 2 null points, with h = f = 0. *
¢ Data can be terminated without a peak by using a final frequency of -1.0. *
CXXXXXXKXXXHXXXHXKKKKXXX XXX XXX XXX XKKK KK XX KX KK XXX KK KKK XXX KKK XK XKXKKK KKK XXX XXX
o NORMAL INPUT PARAMETERS *
c *
¢c--- FB  gives the gyrofrequency at the ground in MHz, for inverse cube. *
c *
c--- DIP 1is the magnetic dip angle in degrees. *
c *
c--- START normally gives a model height at 0.5 mhz. Typical values are: *
¢ noon sunset-2/riset2hr set/rise set+lhr set+2 set+d to rise-1 *
¢ 85km 88km(E Tayer) 90(E)/80(F) 100 km 130 km 150 km. *
C *
c- An extrapolated starting height is used if start = 0. *
¢~ With initial x-ray values a slab start correction is calculated from *
C 0.3*fmin (adding points at 0.3, 0.6 and 0.8 *fmin). *
c- {With x-ray data, start gives the gyrofrequency height for underlying *
o jonisation; the values listed above are still suitable.) *
€ o om e o *
Cmm= The final three parameters are zero, for most work. *
C *
c--AMODE sets the type of analysis, as listed below. Zero uses mode 5. *
c Use amode+10 for 12-point integrals, for high accuracy at large *
c dip angles (this is done automatically, at dip.ge.60, when amode=0).¥
c Values of amode greater than 29 are used to specify the number of *
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polynomial constants to be used to describe each ionospheric layer;
e.g. 80 uses an 8-term real-height polynomial for each separate layer,
85 uses 8 terms for the final layer and 5 terms for lower layers.

* % F * #

-~VALLEY= 0.0 or 1.0 to use the initial default width of twice the ]oca]
scale height. The initial default depth is 0.05 MHz.
The calculated depth is scaled according to (calculated w1dth)**2.
0 prints results for the start, peak and valley regions only.
1 shows the frequ range and polynomial coefficients at each step
2 adds some start/peak output; 3,4 add more detail for each step.
XXXXXXKXXKXKXXKXKXKXXKXXKKXXKKXKK XK XK KX KKK KKK KKK KKK KKK XK KKK KKK KKK KKK KKK KK KX KX

c
c
o
c
c-
c
c
c-~-LIST
c
c
C
C RETURNED DATA
C
c
c
c
c
c
c
c
c
c
¢

POLAN returns with frequencies, real heights in the arrays fv, ht.
N = no of data points returned, with peak at fc=fv(n-3), hmax=ht(n-3).
Points at n-2,n-1 and n are extrapolated heights at 0.5, 1.0 and
1.5 scale heights above the peak.
fv(n+1) gives the standard error of the critical frequency, in mhz.
ht(n+l) gives the standard error of the peak height, in km.
fv(n+2) gives the total electron content to the peak in el0/m**2.
ht(n+2) gives the scale height of the peak in km;
(a negative value shows an unreasonable peak extrapn was limited.)
XXXXXXXXXX XXX XXX XK XXKKKXKKKXKKKX KKK XX KX KKK KKK KK KKK KKK KK HK KKK KN KKK XXX KKK XK KX

% o % ok X F %X >(->(~>(->(-

CHANGES TO NORMAL OPERATION
FB  negative to use a constant gyrofrequency fh = -fb.
DIP negative to omit physical checks on the calculated profile segments.
START between 0. and 44. defines the plasma frequency for a model start.
start = -1.0 to use a direct start, from the first scaled point.
start < -1.0 for x-starts to use a polynomial from (-start -1.0) mhz.
AMODE negative to omit physical relations (¢3.3) from start/valley calcns.
VALLEY 10.0 for a monotonic {no valley) analysis.
5.0 for a maximum-valley (upper reasonable limit) analysis.
0.1 to 5.0 multiplies the standard valley by this factor.
-.01 to -.99 to use -valley as the initial depth,
(instead of the default value 0.05 mhz).
-1.0 to iterate both valley depth and width for best fit;
(-1.x to iterate from an initial depth of 0.x mhz ).
-2.01 to -30 specifies a fixed valley width of 5*int(-valley) km;
and any decimal part of valley specifies the depth in mhz.
LIST = 5 shows each set of simultaneous equations, in the matrix b(i,J).
6/7/8/9 give more detail for the start/reduction/peak/valley step.
Use 1ist negative to trace only the peak and valley steps.
(-1 gives output for the first starting step also).
List= -10 suppresses all output, even the normal layer summaries.
XXXXXXXXXXXXKKKKXXKXKKXKKKK KKK KXXX KKK KKK KKK KK KKK KKK KKK KKK XXX XK KKK XK XXX X KKK X
c STANDARD MODES OF ANALYSIS:
¢ Amode=1.- Linear Lamination analysis (with chapman peaks, and valleys). *
¢ Amode=2.~- Parabolic Lamination analysis, match1ng end gradients (= paul). *
¢ Amode=3.- QOverlapping Cubics, with no spurious oscillations({JATP 1982 p657)*
¢ Amode=4.- Fourth Order Overlapping Polynomials {Radio Science 1967 pl169).
¢ Amode=5.- Fifth Order Least Squares fit to 6 points (4 virtual + 2 real).
¢ Amode=6.- Sixth Order Least Squares fit to 8 points (5 virtual + 3 real).
¢ Amode=7.- Sixth Order fitting 7 virtual + 3 real heights; calculate 2.
¢ Amode=8.- Sixth Order fitting 8 virtual + 4 real heights; calculate 2.
¢ Amode=9.- Seventh Order fitting 13 virtual + 6 real heights; calculate 3.
c Amode=10. A Single Polynomial, fitting 0.73(nv+2) terms to nv heights.
¢ Amode= 10L, where L is an integer in the range 3 to 15, uses a single
c
c
cX
c
c
o
c
c
C
c

o

o

c

o

c

o

c

o

¢ valley
¢ valley
c valley
o

o

c

C

c

c

c

c

c

o

c

valley

valley

*********************X * %

* ok ok ¥ ¥ ¥ F Ok ¥ F

polynomial with L terms to describe each ionospheric layer.
Amode= 10L+M uses L terms for the final layer, and M for earlier layers.
XXXXXXXXXXXXKXXKKXXKXXK XXX KKK KK XK KKK KKK KKK KX KKK KKK XK KX KKK XK KKK KKK KKK KKK KXKKX

In the program listing, error checking, debug

and output statements are in Tower case.
Normal printed outputs from Polan are indicated by ------- >
Trace outputs and abnormal conditions are shown by *¥----- >
Fuller debug outputs obtained with Tist > 0 4 >
Loops are delimited by c.....

DIMENSION FV(40), HT(40), IT(20),Iv(20),IR(20),IH(20)
COMMON /POL/ B(40,17),Q(18), FH,ADIP, MODE,MOD, FA,HA, TCONT,LBUG
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0004 COMMON /POL/ HS, FC,FCC, SH, PARHT, HVAL,VWIDTH,VDEPTH, XWAT

0005 COMMON /POL/ MAXB,NF, NR,NL, NX, MS,MT,JdM, LK, KR,KRM, KV,MF, NC counters
c
c e first step ------- ! !-—-- following steps ----- !
¢ AtMODE= 12 3 4 5 6 7 8 910 1 2 3 4 5 6 7 8 910
0006 DATA IT/1,2, 3, 4, 4, 5, 6, 6, 7,73, 1, 2, 3, 4, 5, 6, 6, 6, 7,73/ nterms
0007 DATA 1V/1,2, 3, 4, 5, 7, 8,10,12,35, 1, 1, 2, 3, 4, 5, 7, 8,13,35/ nvirts
0008 DATA IR/0,0, 0, 1, 1, 2, 2, 3, 5, 2, 0,-1,-1, 1,-2,-3,-3,-4,-6,-3/ realhts
0009 DATA IH/1,1, 2, 3, 3, 4, 5,6, 8,28, 1, 1, 1,1, 1,1, 2, 2, 3,28/ calchts
c
0010 teontf(x) = x¥*j*(fa*(fa/j+2.*%x/(j+1))+x*x/(j+2)) polycont
0011 maxb= 40 B rows
o maxb= row dimension of array B. Set IR(10 and 20) to maxb-5
c$$$$$$$$$$$$$$$$$$$$$$$$$$$ (1) Initialisation $$$3$55535535855585555858558888%
cl - (1) Initialisation
o
0012 if(list.gt.1)printl0,n,fv(1),ht(1),fb,dip,start,amode,valley,Tist
0014 10 format ('O#ARGS: N,f1,hl1='14,2F7.2,5X,'fb,dip,start=",3F7.2,
1 5X,'amode,valley,list=",2F7.2, 14 /)
cl ---
cl.1 Set trace, gyrofreq and mode constants.
0015 ADIP= ABS(DIP)
0016 FH = GIND(FB,-ADIP) groundfh
0017 Tbug= list
0018 if (Tbug.gt.1) call trace (fv,ht, 0.) Fhmmmam >
0020 MODE = ABS(AMODE)
0021 IF (MODE.EQ.0.and.ADIP.GE.60) MODE = 15
0023 IF (MODE.EQ.0) MODE = 5
0025 MOD2 = MODE - MODE/10*10
0026 MOD1 = MOD2
0027 IF (MODE.EQ.10.0r.MODE.GE.30) MOD1 = 10 snglpoly
0029 FV(N-1) = -1. end data
C _______________________________________________________________________________
cl.2-- Identify the start method to use, and set the following parameters:-
c fa,ha = the origin (starting point) of the first real-height polynomial;
c lk =1/0/ -1 for o-ray / poly / slab start.
c Move virtual height data to start at fv(31), ht(31). Virtual, real height
¢ origins are at kr, kv = 1, 31-js (where js=no of freqs added below fmin).
c Add an interpolated point at fv(30),ht(30) to control o-ray starts.
c
0030 CALL SETUP (N, FV, HT, START)
o
0031 DHS = AMIN1(HS-HA,0.) or ¢3.3

c$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$
c//////////// REAL HEIGHT ANALYSIS LOOP

o

¢ For each cycle: Calculate one polynomial, with nt terms, from the point **
c fa=fv(k), ha=ht(k) to fit the next nv virtual and nr real hts. il
C (nr negative to include one real height below ha). **
c Calculate a further nh real heights, and set k = k+nh. *x
c *%
¢ If a critical frequency is found in k+l to k+nv+l, calculate up to *k
o the preceding freq, and determine a least-squares chapman peak.  *¥
¢ With x-ray data (-ve fregs) at start or after critical, recalculate ha * ** *
c *kdhk
¢ Real height origin (fa,ha) is at k=kr; virtual at k=kv. krm=top real. **

C*******************************************************************************

C
c$$535585353355555593385855558558% (2) Prepare Data $$$$355555555585555855855%5

C2 -mm (2) Prepare Data

o

c2.1 Start of analysis (or restart after a peak)
0032 200 MOD = MODI =1 to 10
0033 KRM = KR top real
0034 NNR = 0Q
0035 GO0 TO 230

c2.la Later segments {using mod+10)

0036 210 IF (MOD.GT.10) GO TO 220
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0038
0039
0040
0041

0042
0043
0044
0045
0046
0047
0048
0050

0052

0053
0054
0056
0057
0058
0060
0062
0064
0066

0068

0069
0070
0072

0074
0075
0077
0079
0081
0083
0084
0086
0087
0088
0089
0090

0091
0092

0093
0095
0097
0098
0099

KR = KR-IR(MOD) step bak
KV = KV-IR(MOD)
MOD = MOD+10
220  NNR = IR(MOD) real hts
c2.1b A1l segments
230 NT = IT(MOD) terms
NV = IV(MOD) virtuals
NH = IH(MOD) to calc
NR = IABS(NNR)
NL = MINO(1,NR-NNR) prev ht
MS =0
IF (LK.EQ.1.AND.KV.EQ.29) MS =1 GradEqun
IF (NV.GT.1.AND.NV.LT.8) NV = NV - MS at start
C _______________________________________________________________________________
c2.2 Count initial x-rays. Check frequency sequencing.
o Check for cusp, peak, or end of data.
¢ Set nf= no of o-rays (=nv, if sufficient points exist before a peak/restart);
c nx= x-rays; mv= nfinx; fm= fv(mf) = top frequency in this step.
o fcc = fc or 0.1 for a peak, = -.1 for cusp at fm, = 0. otherwise.
C
CALL SELDAT (NV, FV, HT)
c
tras= -2.2
if (nv.1t.0) go to 630 exitr>>>
FM = FV(MF) top freg
MV = MF-KV # fregs
F (NF.GT.NV) NH = NH + (NF-NV)/2 to calc.
if (list.1t.-3.and.list.ge.-9) Tbug= 1 summary
if{(fcc.gt.0..or.fc.gt.0.).and.1ist.ge.-9) lbug=iabs(list) trace on
if{1bug.gt.2.or.{1bug.eq.2.and.mod.1t.10))calltrace(fv,ht,2.2) ##----- >
F (KR.EQ.1) GO TO 300 start
C ———————————————————————————————————————————————————————————————————————————————

c2.3 Subtract the group retardation due to the last calculated real-height

¢ section. This modifies all h' at f > fa (where fa = fv(kr)), and increases
¢ the index 1k (giving the height to which group retardation is removed) to kr
c

CALL REDUCE (FV, HT)
c
tras = -2.3
if (jm.le.0) go to 640 exit>>>>
if (Ibug.gt.2) call trace (fv,ht,2.3)  ##----- >
c$$$$$$$$$$$$$$$$$$$$$$$$$ (3) Set Up Equations for next profile step $$3$583$
€3 --- (3) Set Up Equations for next profile step
c
c3.1 Initialise mt,fa,fc and counters.
300 MT =NT
IF (NT.GT.20) MT = (NF+2) *NT/lOO mode 10
IF (NX.GT.0Q) MT = MT + (NX+1) / + X-rays
IF (NF.GT.NV) MT = MT + (NF- NV)/3
IF (MODE.LT.30) GO TO 310
MT = MODE/10 setterms
IF (FV(MF+2).NE.O..and.MOD2.GE.2.and.NF.LT.NV) MT = MOD2 not last
310 MT = MINO(15,MT,MV+NR+MS) terms
dM = MT
FA = FV(KR) newstart
HA = HT(KR) newstart
NC =10 iteratns
c Check for valley, set valley flag hval
o Initialise valley width and depth
LOOP = 0
CALL STAVAL (FV,HT, START,VALLEY, LOOP)
C
C Is this a start or valley calcn?
IF (LK GT.0.and.HVAL.EQ.0.) GO TO 320 not valy
F (MODE.GE.30) MT= MT-1 fixeddM
MT = MINO(MT,MV-1) polterms
dM = MT+1 + offset
320 if (1bug.gt.3) call trace (fv,ht,3.1) ##----- >
Com et et




0101
0102
0103
0105
0107
0109
0110
0111
0112

0114
0115
0117
0118
0119
0120
0121
0122
0123

0124

0126
0127
0129
0131
0132
0133
0134
0135
0136
0137

0138
0139

0141
0142

0143
0145
0147
0148

0149
0150

0152
0153
0155

0157
0159
0161
0163

0165
0166
0167
0168

c3.2 Set Up Equations in B
c

330 CALL COEFIC (MV,FV,HT) setcoefs
tras = -3.2
if (jm.le.0) go to 640 exit>o>>
F (AMODE.LT.O..OR.MV+4.GT.MAXB) GO TO 380 no phys
IF (MS.NE.1) GO TO 340
G=1.0+ 1.8/FV(30) o start,
B(MV+1, 1) = .5 set Q1
B(MV+1,IM+1)= ,5%G*(HT(30)-HA)
340 IF (LK.GE.O) GO T0 360

c3.3 (add ms physical start relations. x only)
WS =10.1 weight
IF (START.GT.44.) WS = 0.5
B(MV+1,dM) = WS
B(MV+1,dM+1) = DHS*1.6 *WS q(jm)=dh
B(Mv+2,MT) = WS*.3
B(MV+2,IM+1) = (HS/3.-20.) *WS*.3 slab
B(MV+3,MT-1) = WS*.3 Toworder
MS =
GO TO 380
c
360 IF (HVAL.EQ.0.) GO TO 380
c (add ms physical valley relations. x or o)
WV = 1.0 weight
F (HVAL.LT.-2.) Wv = 10. fix valy
F (NX.GT.0) WV = 0.2
B( V+1 ,JdM) = WV
B(MV+1,IM+1) = (VWIDTH - PARHT) *WV stddvaly
B(MV+2,MT) = 0.5 Toworder
B(MV+3,1) = 0.4 grad-
B(MV+3,JM) = -.1/VDEPTH -cont.
B(MV+4,MT-1) = 0.15 Toworder
MS = MINO(4, MT)

c
380 NC = NC+1

if(1bug.gt.2.or.(ms.gt.0.and.Tbug.ne.0)) call trace(fv,ht,3.3)##-~--= >
c$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$$ (4) Real-Height Solution $$$$$$$$$$$$$$$$$$$$$

cd -mm (4) Real-Height Solution
cd.1 Solve equations in B
NS = MINO( MV+NR+MS, maxb)
CALL SOLVE (NS, JM, B, Q, DEVN) calc. q
c4.2 Check physical constraints
c
if (ms .eq. 1) lbug= 1bug+200 leave ql
if (dip.1t.0.) 1bug= Tbug+400 noadjust
Q(18) = DEVN
CALL ADJUST (HA,FA,FM,FC, LK,JM,MT, B,Q, LBUG)
o
c
c4.3 Iterate a valley or x-start calen.
LoopP = 2
IF (JM.EQ.MT.or.NX.GT.0) GO TO 420
c 0-ray Valley; loop once to adjust depth
VWIDTH = Q(JM) + PARHT
F (NC.EQ.1.and.HVAL.NE.O.) LOOP =1 adj.vdep
420 if(1bug.gt.l.and.hval.ne.0..or.1bug.gt.2)calltrace(fv,ht,4.3)##----- >
c
F (FB.LT.0.) LOOP = -IABS(LOOP) fixed fh
IF (JM.GT.MT) CALL STAVAL (FV,HT, START,VALLEY, LOOP) strt/val
IF (LOOP.EQ.4) GO TO 330 valyloop
IF (LOOP.EQ.3.and.FB.GT.0.) GO TO 330 xrayloop
353555553555 55535535539558533%588 (5) Store Real Heights $$$$$$$$$$$$$$$$$$$$$$
c5 --- (5) Store Real Heights
c
KRM= KR+NR-NL lastreal
KVM= KV+NR-NL .
NH = MINO{NH,NF-MOD1/10%2) to calc.
MQ = MT+MINO(LK,0) polterms
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0169
0170

0171
0172
0173
0174
0175
0176

0177
0178
0179
0181
0182
0183
0184

0185
0186
0187
0188
0190

0192
0193
0195
0197

0198
0199

0201
0202
0203
0204
0205
0206
0207
0208
0209
0210
0211
0212

0213
0215
0217
0219

0220
0221
0222
0223
0224
0225
0226
0227

VM + 1 next pt.
DO 520

HA + SUMVAL(MQ,Q,DELTF,1)

FN
DF
IF

FV{KVM+NH)

FV(KVM) - FA

CC.EQ.0.) GO TO 540

= KRM-KR to peak.
= FM

540 DO 560 J =1, MQ

560 TCONT = TCONT+J*Q(J)*(TCONTF(FN-FA) -TCONTF(DF)) polycont

F
H
N

KR = KR+NH step on

KV = KV+NH origin

FC = FCC

IF (FC.EQ. 0.) GO TO 210 do next

IF (FC.EQ.-.1) GO TO 200 cusp
cEEFPESSEE595E5S53535555555555585558% End of Normal Steps $3$55855558555885
cHSEE5SE555555558555555555555585$ (6) Calculate and List Peak data $$$$535558%$

1w onou

chb ~-- (6) Calculate and List Peak data
C
6 --- Least-squares fitting of a Chapman-Tayer peak.
c
tras= 6.
if (fc.1t.0.) go to 620 end>>>
if (ht(krm).7t.90.) go to 640 abort>>>
CALL PEAK (FV, HT, HMAX)
C _______________________________________________________________________________
c7 --- (7) Restart for a New Layer, or end.
c/.1
HS = (HMAX + HT(KRM))/2. for fh
IF (HT(KV+1).GT.0.) GO TO 200 newlayer
Cc
c7.2 A1l finished. Add points at z = .5, 1.0, 1.5 above peak,
o using a scale height gradient of 0.1.
N =KR + 3
FV(N-2) = FC *.97372
FV(N-1) = FC *,91213
FY(N ) = FC *.83462
HT(N-2) = HMAX + SH *0.5128
HT(N-1) = HMAX + SH *1.0526
HT(N ) = HMAX + SH *1.6216
FV(N+2) = TCONT*.124 t.e.c.
HT(N+2) = SH scale ht
FV(N+3) = 0.
HT(N+3) = 0.
RETURN
C _______________________________________________________________________________
c7.3 Exit on Error
620 if (fc.eq.-1.) go to 660
630 if (nv.1t.0) kv = -nv -1 >>seldat
640 if(lbug.ge.-9)print650, (fv(i),ht(i),i=kv-1,kv+3),tras,ky **-uw-- >
650 format ('0>>>>>error at f,h ='10f8.3,
$ ' section',f4.1,15,' >>>> end', /)
c
call trace (fv,ht,tras) Fk e >
660 n=kr+1
fv(n) = fv(kv+l)
ht(n) = ht(kv+l)
fv(n+l) = 0.
ht(n+1) = 0.
return
END
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F.2 THE SUBROUTINES SETUP, SELDAT AND STAVAL

Subroutines called by POLAN for preparation of input data for successive steps of the real-height
calculation are grouped in a file POLSIN.FOR. The first subroutine SETUP is called only once
near the beginning of POLAN to determine basic start constants. These include the smallest values
of plasma frequency and virtual height in the data, the start method to be used, and an appropriate
extrapolated value for the starting height (used in extrapolated starts, and to define the
gyrofrequency in the low-density underlying region). The given data are also moved up to start at
positions 31 in the frequency, height arrays, so that calculated real-heights can be filled in from
the beginning of the same arrays.

SELDAT 1is called at the beginning of each new step in POLAN. It determines which data points
will be used to calculate the next real-height polynomial, and deletes any unwanted extraordinary
ray data.

STAVAL supervises all start and valley calculations within POLAN. It is always called during
the initialising phase for each real-height step, to determine whether a valley is involved and to
set the valley flag HVAL accordingly. If the following calculation is to determine a valley,
initial estimates for the valley width and depth are made, based on a model value for the neutral
scale height, and flags are set to control the type and path of the valley iteration.

After a real-height solution involving a start or valley, STAVAL is called again to check the
result. Calculations involving extraordinary ray data and a height-varying gyrofrequency are iterated,
at least once, adjusting the value of gyrofrequency to match the last-calculated real heights.

Yalley calculations are also iterated to keep the assumed value of valley depth in a fixed relation
‘to the calculated width. For two-parameter valley calculations an additional iteration loop is
required to determine independent values of depth and width to give the smallest r.m.s. error in the

fi%_to the virtual-height data (and to the physically-desirable conditions included in the valley
calculation).

t POLSIN.FOR = SETUP, SELDAT, STAVAL.

iR St e e e S R R e b e R s St i -input prOCeSS i ng for Polan.

c
0001 SUBROUTINE  SETUP (N, FV,HT, START)
c --- (called from section cl1.2 of polan) feb84.
¢ 1. Move the virtual height data up 30 places, to start at fv(31), ht(31).
¢ 2. Set N = number of data points (up to two zero heights).
o fmin = the Towest plasma frequency in the data.
c hmin = the lowest virtual height in the data.
c (these are used for start extrapolation in the absence of x-ray data).
¢ 3. Identify the start method, and set the following parameters:
c js = the number of points added below fmin, = 2/1/0 for oray/xray/direct.
c fa, ha define the starting point for the first polynomial.
c hs = the height to evaluate the gyrofrequency for an x-ray start.
¢ lk=1/0/-1 for o-ray / x-ray poly / x-ray slab starts.
¢ The real and virtual origins are at kr =1 and kv = 31-js.
C _______________________________________________________________________________
Constants which SETUP sets in /pol/ are:- 1k,kr,kv, fa,ha, hs,vdepth.
c
0002 DIMENSION Fv(40), HT(40)
0003 COMMON /POL/ B(40,17),Q(18), FH,ADIP, MODE,MOD, FA,HA, TCONT,LBUG
0004 COMMON /POL/ HS, FC,FCC, SH, PARHT, HVAL,VWIDTH,VDEPTH, XWAT
0005 COMMON /POL/ MAXB,NF, NR,NL, NX, MS,MT,JM, LK, KR,KRM, KV,MF, NC counters
0006 VDEPTH = 0.
0007 VWIDTH = 0.
0008 TCONT = 0.
0009 SH = 0.
0010 FC = 0.
cl.a -- Move virtual data to start at fv(31), ht(31)
cl.a -- Find index j of the 1lst o ray; fmin= lowest fn
0011 K = N-30 max data
0012 10 FV{K+30)= FV(K)
0013 HT(K+30)= HT(K)
0014 IF (FV(K).GT.0.) J=K
0016 K= K-1
0017 IF (K.GE.1) GO TO 10
0019 FMIN = FV(J) 1st oray
0020 IF (J.GT.1) FMIN = AMINI{FMIN,SQRT(FV({1)*(FV(1)+.9*FH))) 1st fn
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0022
0023
0024
0026
0027
0028
0029
0030
0031

0033
0034
0035
0036
0037

0038
0040
0042
0043
0045

0047
0048
0049
0050

0051
0052
0053
0054
0056
0058
0059
0060

0061
0062
0063
0064
0066
0067
0068
0069
0070
0071
0072

0001

0002
0003
0004
0005

cl.b --

cl.b -- Set starting conditions (direct, extrap or model).
c Calculate initial fa, ha;- start from fmin:
HMIN = HT(J)
pDo20I =1,5
20 IF (HT(J+I).GT.45.) HMIN = AMINLI(HMIN, HT(J+I}) h'min
HA = HMIN
FA = FMIN
HS = HA
Js =0
LK =1
IF (START.EQ.-1.0.AND.J.EQ.1) GO TO 40 direct
C - start extrapn:
Js = 2 add 2pts
DH = ABS(HT(J+2)-HT(J)) *FMIN /(FV{(J+2)-FMIN) to f =0
HS = AMINI(HMIN-DH, HMIN/2.+50.) start fh
HS = AMAX1(HS, HMIN/4.+55.) lowlimit
FA = AMIN1(.5, .6%*FMIN)
c - model height:
IF {ABS(START).GE.45.) HS = AMIN1{ ABS{START), HS*.4+HMIN*.6 ) model
IF (J.GT.1) GO TO 30 X start
HA = HS start ht
IF (MODE.EQ.10 .OR. MODE.GE.20) FA = FMIN*.6 snglpoly
IF (START.GE.45..0R.START.EQ.0.) GO TO 40 0 start
c - model density:
H = INT(START*.1)*10
HA = 90.+H+H
FA = START-H
GO TO 40
c - x-ray calculn:
30 Js =1 add 1pt.
HA = HS*.4 + HMIN*.6 X start
LK =0
IF (START.GT.-3.) FA = -START-1. polystrt
IF (START.LT.-1.) GO TO 40
LK = -1
FA = FMIN*.6 slabstrt
VDEPTH = FMIN*.3
cl.c --
cl.c -~ Store initial points. Virtual data starts at index kv (29 to 31).
40 KV = 31-4d$
FV(30) = (FA + FMIN)/2.0 o start,
HT(30) = HMIN - DH*(FMIN-FV(30))/FMIN add virt
if (j.eq.1) hs= ht(30) (& show)
FY(KV) = FA
HT(KV) = HA
FV(1) = FA
HT(1) = HA
KR = 1 realstrt
RETURN
END

CC'k***********************'k*'k***************************************************

SUBROUTINE SELDAT (NV, FV, HT)

fcc is set equal to zero for a normal (non-peak) step;
equal to -.1 for a cusp at fm;
equal to a scaled critical frequency (fc),

o called from section ¢2.2 of polan. feb84.
c Select the virtual-height data to be used in the next step of polan.

c Define the following parameters:-

¢ nf = number of o-ray data points to be used

c (equal to nv, if sufficient good points exist before a peak/restart});

¢ nx = number of x-rays points;

¢ fm = fv(mf) = highest frequency included in this step;

c

c

c

or to 0.1, for a peak.

DIMENSION FVv(40), HT(40)

COMMON /POL/ B(40,17),Q(18), FH,ADIP, MODE,MOD, FA,HA, TCONT,LBUG
COMMON /POL/ HS, FC,FCC, SH, PARHT, HVAL,VWIDTH,VDEPTH, XWAT
COMMON /POL/ MAXB,NF, NR,NL, NX, MS,MT,JM, LK, KR,KRM, KV,MF, NC counters
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0006

0007
0008
0009
0010
0011
0012
0013
0014

0015
0016
0017
0018
0019
0020
0022
0024
0025
0027
0029
0030
0031
0033
0035
0037
0038
0040

0042
0043

0045
0047
0049
0051
0053

0054
0055
0056

0057

0058
0059
0060
0062
0063
0065
0067
0069
0070
0071
0072
0073
0075
0076

¢ ffit gives the minimum desirable frequency range, for fitting x-ray data.
¢ gfit gives the maximum slope dh'/df which should be used in an x-start.

15

20

c2.b
c2.b

90
95

dat

FcC
FSX
FRX
MF
FS
F1
FH
NF

NF

IF

IF

IF

G0

MX
IF

a ffit, gfit / 0.4, 40. /

Count initial x rays. Check frequency sequencing.
Check for cusp, peak, or end of data.

= 0. no peak
= 0.

= 0.
= KY
= FY(KV) start f
= 0.
= GIND(0., HT(KR))
=0

Frequency loop (nf = 1 to nv):

= NF+1
MF = MF+1 toppoint
FM = FVY(MF) top freg
FN = FV(MF+1) nextfreq
HV = HT(MF) top virt

if(1bug.eq.6.and.kr.eq.1)print *,nv,nf, fl,fm  ##----~ >
IF (FM.GT.FS) GO TO 20

FRX = SQRT(FM*(FM+FH)) top xray
IF (MF.EQ.KV+1) FSX=FRX 1st xray
IF (FM.LT.0..AND.FRX.GE.FSX.AND.NF.EQ.1) GO TO 12 X ray.
nv = -mf
return error>>>
IF (F1.EQ.0.) F1 = FM
IF (HV.LT.0..OR.FN.LT.0.) GO TO 40 cusp,end
IF (ABS{HT{MF+1)).LE.30.) GO TO 50 peak
FS = FM
if (fn.le.fm) go to 15 error>>>
(NF+1.LT.NV.AND.MF-KV.LT.MAXB-4) GO TO 10

Check final point
GRAD = (HT(MF+1)-HV) / (FN-FM)
(NF+1.EQ.NV.and.{NF.LE.2.0r.KR.GT.1.0r.GRAD.LT.100.)) GO TO 10 Toopfreq
Leave loop, with nf = no of o rays (.le.nv).

Check need for additional points.

(MOD.GT.10.0R.MOD.LT.4) GO TO 70 end freq
IF (HT(MF+1)-HV.GT.(FN-FM)}*GFIT) GO TO 70 retarded
IF (FRX.GT.FSX .AND. FM.GT.FRX) GO TO 70 all x in
IF (FM-F1+.04*(nf-nv).LT.FFIT .OR.FM.LT.FSX) GO TO 10 incr fm
T0 70
Cusp (fcc =-0.1) or end data
FCC = AMINI(FN, -.1) discont.
HT(MF) = ABS(HV) (=cusp)
GO T0 70
Peak (fcc = 0.1 or scaled fc)
FCC = AMAX1{FN,.1) f crit.
Shift data arrays to delete out-of-range x rays (fnr > fm+0.1).
= MF - NF lastxray
= MX - KV X rays
(NX.EQ.0) 60 TO 100
F = FV(MX)
IF (SQRT((F+FH)*F).GT.FM+0.1) GO TO 90 delete
IF (NX.EQ.1) GO TO 100
IF (HT(MX)-HT{MX-1).LT.GFIT*(FV(MX~1)-F)) GO TO 100 grad ok.
J = MX
FV(d)= FV(J-1) move upl
HT(J)= HT(J-1)
Jd = J-1
IF (J.GE.KV) GO TO 95
KV = KV+1
GO TO 80
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0077
0079

0080

0001

0002
0003
0004
0005

0006
0007
0008

0009
0010

0011
0012
0013
0015
0017

0019
0020
0021

0022
0023
0025
0027
0029

0031
0032
0033
0034
0035
0036
0037

100 IF (NX.EQ.0.AND.KR.EQ.1} LK =1 no xstrt
RETURN

END

CC******************************************************************************

SUBROUTINE STAVAL (FV,HT, START,VALLEY, LOOP)
c feb84.
[ Staval handles all start and valley calculations, in which the
c real-height polynomial has a constant term [at q(jm), where jm=mt+1]
C so that the height at the origin [fa,ha] is recalculated.
C _______________________________________________________________________________
c--> The initialising call enters and exits with loop = O.
c If this is not a valley calculation (i.e. hval = 0.) then staval just
c sets the initial weight xwat for any x-ray data, and returns.
c For a valley calculation (shown by hval.ne.0.)
c the iteration-flags devl, devll are initialised, and
c the standard values for valley depth and width are calculated
c (based on the 'standard scale height' sha).
c
c--> A call with loop = 1 is to adjust the valley depth for a single o-ray
C iteration. this exits with 1loop = 4.
Cm e e
¢--> The main call enters with Tloop = 2. ( -2 if fb is negative. )
c Exit with loop = 2 shows that the start/valley calculation is completed
c and the required real heights have been added to ht.
c If loop > 2 on exit, polan recycles the valley calculation:-
c loop = 3 requests a new calculation with a changed gyrofrequency.
c Toop = 4 is to recalculate with a new value of valley depth vdepth.
C _______________________________________________________________________________
DIMENSION FVv(40), HT(40)
COMMON /POL/ B(40,17).Q(18), FH,ADIP, MODE,MOD, FA,HA, TCONT,LBUG
COMMON /POL/ HS, FC,FCC, SH, PARHT, HVAL,VWIDTH,VDEPTH, XWAT
COMMON /POL/ MAXB,NF, NR,NL, NX, MS,MT,JM, LK, KR,KRM, KV,MF, NC counters
constants: base, depthfac, depthconst
DATA VBASE, VDEEP, VCONST / 0.6, .008, 20. /
constants: 1st depth, scale, peak-top increase for valley iteration
DATA VALL, DVALL, VPEAK / .1001, 6., 1.4 /
constants:  xweight, fhht itern limit
DATA WVX, HXERR / 1.0, 2.0/
¢ to remember between calls: (next DATA to SAVE for fortran77)
DATA VAL, DVAL, DEVL, DEVLL, HMAX, HDEC, FHHT / 7* 0.0 / to store
sq(x) = sgrt({1.-x)*(1.+x))
C _______________________________________________________________________________
NFB = LOOP fix fb ?
LOOP = IABS(LOOP)
IF (LOOP.GT.1) GO TO 200
IF (LOOP.EQ.1) LOOP = 4 0 ray
IF (LOOP.EQ.4) GO TO 40

CHIFH A BRI IR R R R A R R R

cxl--- First call (with loop = 0) from polan section c3.
tras = -3.1
XWAT = WVX
PARHT= 0.
cxl.a Check for valley, set flag hval
HVAL = HT(KV) valley
IF (HVAL.EQ. 0.) HVAL = VALLEY
IF (HVAL.EQ. 0.) HVAL = 1.
IF (HVAL.GE.10.) HVAL = 0. novalley
IF (HVAL.EQ.0.) RETURN novalley
C _______________________________________________________________________________
c Initialise valley width and depth
HDEC = INT{HVAL) - HVAL
DEVL = 1.E6
DEVLL= 1.E7
DVAL = DVAL1 valscale
HMAX = HT(KR)
SHA = HMAX*.25-20. scale ht
HS = HMAX + SHA vally fh
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0038

0039
0040

0042
0043
0045
0047

0049
0050
0051
0052
0054

0055
0056
0057
0058

0059
0061
0062
0063
0064
0065
0066
0067

0068
0069
0070
0071
0072
0074
0075

0076
0078

0080
0082
0083
0084
0086
0088
0089
0090

0092

0093
0095
0096
0097
0098
0100
0102
0104

SH = SH *VPEAK topside
cxl.b Set standard width
20 VWIDTH = SHA*Z2. * ABS(HVAL) standard
IF (HVAL.LT.-2.) VWIDTH = INT(~HVAL) *5. specifid
C _______________________________________________________________________
C Set initial depth, or depth adjustment for valley iteration
cxl.c Standard depth (width calculations iterate here).
c
40 VAL = VWIDTH**2 *VDEEP/{VCONST+VWIDTH) v. depth
IF (HDEC.GT.0.) VAL = HDEC specifid
IF (HVAL.EQ.-1..AND.NX.GT.0) VAL = VALl 1stdepth
IF (INT(HVAL).EQ.-1.) HVAL = -1. iterate
c
cxl.d Peak section (depth calculations iterate here).
60 VDEPTH = VAL*FA/(VAL+FA) depth<fa
PARHT = 2.0*SH* SQ(1.-VDEPTH/FA) par.vall
HA = HMAX + PARHT valy bot
IF (NC.EQ.0) FHHT = HA+20. field ht
RETURN

CHA#F IR A IR A R R R R R R R R R R R R R R R R
CHIFHFHH I B A H R R A A R R R R R R R R R R R R R AR A R R R
c Main call with Toop = 2, from polan section c4.3.

c Start / valley entry, after "solve".
200 tras = -4.3
DEVN = Q(18)
FNL = 0.
DHL = Q(JM)
c
cX2-- Calculate and check real heights
220 IF (NX.LE.O..OR.(DEVN.EQ.O..AND.HVAL.EQ.-1.)) DVAL = -1. list,end
QM = Q(Jm)
HR = HA + QM
HN = HR
FN = FA
MC = NC
MV = NF + NX
MQ = MT + MINO(LK,0)
Covnnn (real hts stored for coefic recycle)
DO 300 I =1, MV
HL = HN
FL = FN
FN = FV(KV+I)
IF (FN.LT.0.) FN = SQRT((FN+FH)*FN)
DELTF = FN - FA
HN = HR + SUMVAL{MQ,Q,DELTF,1)
C
if (nc+mc.gt.25.0r.start.eq.-.1) go to 300 omittest
if ( (hn-h1)/(fn-f1) .gt. 2.0) ~go to 300 grad ok.
c dh / dfn .1t. 2.0
if (nx.gt.0.and.xwat.eq.wvx.and.nc.gt.1l) go to 380 redo
a = gm-amax1(5.,abs(qm)/4.)*amax0(1,3-kr)
ngm = int(a*10.01) next gm
if (fn.ne.fnl.or.hn-hl.gt.dh1) go to 350 Tower gm
if (1bug.ge.-9) print 250, fv{kv+i) HE e >
250 format('Odata/gyrofrequency incompatible at f ='f6.2)
mc = 25 noadjust
300 IF (KR+I.LT.KV) HT(KR+I) = HN
Connnn
KRM = MINO(KR+MV, Kv-1) topcalcd
CX3==~ Set field ht (and recycle fb).
IF (NC.LE.2) XWAT = WVX
KHX = KR + 1 + NX/3
DHX = HT{KHX) - FHHT
FHHT = HT(KHX)
IF (NC.EQ.1 .OR. ABS{DHX).GT.HXERR) LogoP = 3 reset fb
IF (NX.LE.0.OR.NFB.LT.0.0R.NC.GE.20) LOOP = 2 no reset
IF (KR.GT.1) GO TO 500 valley
GO TO 400 X start
C ———————————————————————————————————————————————————————————————————————————————
c (jump here to get new solution with reduced start offset)
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0105
0106
0107
0109

0110
0111
0112

0113
0114
0116
0117
0118

0119
0120
0122
0124

0125
0127
0128

0129
0130

0132

0133

0135
0136
0137
0138
0139
0141

0143
0145
0147
0148
0149
0150
0152

0153
0155
0157
0158
0160
0161

0162
0164
0166
0167
0168
0169

0170

350 dev = devn
call solve (nqm, -jm, b,q, devn) decr. gm
if(1bug.gt.0) print360, nc, gm,q(Jjm), fn,hn, dev,devn **----- >
360 format{(i3,' staval: gm reduced from'f6.1,' to'f6.1,', to avoid
$ -ve slope at f,h ='2f7.2,6x, (devn increases'f6.2,’ t0'F6.2,').")
fnl = fn
dhl = hn-hl
go to 220
C _______________________________________________________________________________
c : Re-calculate a bad result
380 xwat = wvx/2. bad data
if(1bug.ge.-9)print 390 FH e >
390 format (' x ray weights reduced to 1/4.")
loop = 4
return

CRFHA KKK Ik kdkkkkdodokkkkkdokkkkkkkkddkok i ik kkkhhkhkhhhkhhhkhkrrrrrhkhhhihdhhkrkhdkkhrhhrk
CX4___******************************* X Tay Start: s]ab (.3_.6f1) +po]y********
cxb--~

400  SLAB = Q(MT)

IF (LK.EQ.0) SLAB = 0. polystrt
if(1bug.ge.-9)print 420, nc,gm, slab,devn, jm,nf,nx,ms,fhht ------- >
420 format (i3,' start offset =',f6.1,' km, slab',f6.1,
1 " km.',6x,'devn',f6.2,' km',i5,' terms fitting',
2 i3, 0 +',i2," X rays +',i2,1h.,6x, hx =',f6.1)
IF (LOOP.EQ.3) RETURN reset fb
KD = 1-1LK addedpts
GO TO 700
EXS___******************************* Va]]ey: Iterate and print dkekdkkkkk
cxb--~
500 VWIDTH = QM + PARHT
if (1bug.gt.0.or.dval.1t.0..or.nc.ge.20)
1 print 520, nc, vwidth,vdepth, devn, jm,nf,nx,ms, fhht  ---=--- >
520 format ( i3,' valley',f5.1,' km wide,',f8.2,' MHz deep.'
1 ,7x, 'devn' ,f6.2,"' km', i9,' terms fitting',
2 i3, 0 +',i2," X rays +'i2,10x,'hx =',f6.1)
IF (LOOP.EQ.3) RETURN reset fb
C
KD = 4
LOOP = 4
VBOT = QM*VBASE
SLAB = QM-VBOT Tin.slab
IF (DVAL.LT.0..0R.NC.GT.25) GO TO 700 end valy
IF (HVAL.EQ.-1.) GO TO 600 iterate
c
Cmmmm = m = — - - = Normal cycle: Scale depth as {width)**2 - - - - - - -
IF (DEVN.GT.DEVL/.9.and.nc.1t.4) GO TO 20 revert
IF (DEVL.LT.1.E6) GO TO 560 end valy
DEVL = DEVN
GO TO 40 Toopvaly
560 DVAL = -1.
if (lbug.eq.0) go to 500 listvaly
GO TO 700 end valy
CXbm=- = = = = - - - Vdepth Iteration: choose depth vall or vall*dvall. - - - -
cxb--~
600 IF (DVAL.NE.DVAL1) GO TO 620 iterate
IF (VAL.EQ.VAL1) GO TO 675 lstround
DVAL = 1.+.5*C0OS(.015*DIP) 2ndround
IF (DEVN.LT.DEVL) GO TO 675 continue
VAL = VAL1 revert
GO TO 680
c Iterate from chosen depth
620 IF (DEVN.GT.DEVL*.97—.003.AND.DEVLL.LT.1.E6) GO TO 660 end
IF (DEVN.LT.DEVL) GO TO 670 continue
DVAL = 1./DVAL reverse,
VAL = VAL*DVAL Z2ndentry
DEVLL = DEVN
GO TO 680
C - === === == = -~ Interpolate to minimum deviation
660 DMIN = (DEVLL-DEVN)/ABS(DEVLL+DEVN-DEVL-DEVL)*.5 - 1.
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0171
0172

0173
0174
0175
0176

0177
0178
0180
0181
0182
0184

0186
0187
0188
0189
0190
0191
0193
0194
0195

0196
0197
0199
0200
0201

0203
0204
0205
0206
0208
0209
0210
0211

0213
0215
0216

DVAL = -DVAL**AMINI1(DMIN, .5)

GO TO 680 last
c Recalculate valley width
670 DEVLL= DEVL

675 DEVL = DEVN

680 VAL = VAL*ABS(DVAL) next
GO TO 60
§X7"‘"****************************** T-| dy Up . De"ete X Y‘ays . fekhkdkRkkkhk
cx7--- Add initial points; kd = 1,2,4 for poly, slab, valy
700 LOOP = 2 all done
if (1bug.eq.6) call trace (fv,ht, tras) #emm- >
KR = KR + KD stepreal
KV = KV + IABS(NX) delete x
IF (KD.EQ.0) RETURN
IF (KD.EQ.1) GO TO 750 polystrt
c Store valley,start slab at kd = 4,2
FBOT = FA - VDEPTH
HT{KR-2) = HA v.bottom
FV(KR-2) = FBOT v.bottom
HT(KR-1) = HA+QM*VBASE v.bottom
FV(KR-1) = FV(KR-2) v.bottom
IF (KD.LT.4) GO TO 750
HT(KR-3) = HA - 0.5%PARHT peak top
FV(KR-3) = 0.5*SQRT(3.*FA**2 + FBRQT**2) peak top
FV(KV) = FA
o
750 HA = HA + QM
IF (KD.LE.2) KR = KD
HT(KR) = HA
FV(KR) = FA
IF (KR.GT.3) GO TO 800 notstart
c Add points on start polynomial
HT(1) = HA-SLAB
FV(KV-1) = FA calc ht
F1 = FV(KV+1) 1st freq
IF (LK.EQ.0) FV(KV-1) = (FA+F1)*.5 (poly)
FV(KV) = (FV(KV-1)+F1)*.5 calc ht
KV = KV-2-LK
VBOT = 0.
800 IF(KR.GT.1) TCONT=TCONT+FV(KR~1)**2%(VBOT+.5*SLAB)+FA**2* 5*S|AB 1in.vall
1 + PARHT*(FA*FA-VDEPTH*(FA+FV(KR-1))/3.) par.vall
if (1bug.eq.6) call trace (fv,ht,tras)  EEEE >
RETURN
END
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F.3 THE PROGRAMS COEFIC, ADJUST and REDUCE

COEFIC and REDUCE are the major subroutines required by POLAN for the work of real-height
analysis. Along with the subroutine ADJUST which carries out checks on the result, they make up
the file POLSUB.FOR.

The subroutine REDUCE 1is called first in each real-height cycle. Its purpose is to
calculate the group retardation caused by the last section of the real height profile, at all higher
frequencies. This retardation is subtracted from the virtual heights which remain to be analysed, so
that the stepwise calculation of real-height segments can continue without further allowance for the
presence of underlying ionisation. For a frequency range of about 0.5 to 1.0 MHz above the current
origin (the starting point for the next real-height section), the virtual heights contain a large
component due to group retardation in the Tast real-height section. Group retardations over this
range are therefore calculated by integration of the full polynomial real-height expression for the
last step. At higher frequencies the group retardation is smaller and is obtained with sufficient
accuracy by a simplified procedure which requires only one value of group index per step but
effectively allows for parabolic real-height segments. This simplification is made to speed the
analysis. As in most real-height procedures, using reasonably large data sets, most of the time is
occupied in calculating values of the group refractive index to use in this reduction step.

The subroutine COEFIC sets up the simultaneous equations which are used to define the
polynomial real-height coefficients. These equations occupy successive rows in the array B(40,17). If
MV is the number of virtual heights included in this step of the analysis, the first MV rows of B
contain the virtual-height coefficients relating the real-height coefficients q{(1), q(2), .. g{JM)
to the values of h"(f) - HA  at each frequency. h" is the 'reduced' virtual height, equal to the
observed height Tess the group delay due to jonisation below the height HA, and H is the starting
point for the current step in the real-height analysis. Calculation of these virtual-height
coefficients uses 5, 12 or 17-point Gaussian integration, as described in section 5 and appendix B.3.
Suitable weights are also placed on the coefficients in B, to give a graded weighting to the equations
at different frequencies.

COEFIC also places coefficients which define known real heights (in terms of the polynomial
coefficients) in the following NR rows of the array B, so that the new solution will include a
least-squares fit to NR of the previously determined heights. For valley or start calculations
POLAN places MS additional physically-derived conditions into following rows of B, before finding
the solution for the complete set of MV+NR+MS simultaneous equations.

COEFIC is also used by the subroutine REDUCE to perform the accurate reduction of virtual
heights, using the full polynomial expression for the previous section of the real height profile to
calculate and remove the group retardation due to this section at higher frequencies. This reduction
is carried out for MV frequencies above the current real-height origin (FA,HA) when COEFIC is
called with the first parameter equal to -MV.

The subroutine ADJUST s called by POLAN immediately after the real-height solution is
obtained, to carry out various checks on this solution and see if it is physically acceptable. If
not, an additional constraint is added into the set of simultaneous equations and a new least-squares
solution obtained. This process is carried out rapidly by the subroutine SOLVE, and gives a new
(increased) value for the virtual-height fitting error. For adjustments which involve only the
correction of non-physical variations in 'unseen' regions of the profile (at plasma frequencies less
than the minimum observed frequency fmjn), the adjustment is revoked if it causes an undesirably
large decrease in the accuracy with which the calculated profile fits the virtual height data.

¢ POLSUB.FOR = COEFIC, ADJUST, REDUCE.

C******************************************
c
0001 SUBROUTINE  COEFIC (MV, FV, HT)
c jan77.
¢ Calculate coefficients b(i,j), for the real-height polynomial
c h-ha = q(j)*(f-fa)**j; mt terms, fa=fv(k), ha=ht(k).
¢ The first mv rows of b give virtual ht coefs at fregs k+l to k+mv;
o following nr rows give real height coefs at freqs k+1 to k+nr.
¢ Adds terms for a linear section at x ray start or above peak.
¢ Subtracts a parabolic segment (with s.h.=1.40*sh) above peak.
c
c
c

Called with mv -ve (from "reduce”, in section 2.3) to reduce the next
Imvl virtual heights by the delay in the previous section fa to fv(k).
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0002
0003
0004

0005
0006

0007

0008
0009

0010
0011
0012
0013
0015
0016
0017

0018
0019
0020
0022
0023
0024
0025
0026

0028
0029
0031
0033
0035

0037
0038
0039
0041
0042
0043
0044
0046
0047

0048
0049
0050
0051

0052
0053
0055

0057
0058
0059

0060
0061
0062

COMMON /POL/ B(40,17),Q(18), FH,ADIP, MODE,MOD, FA,HA, TCONT,LBUG
COMMON /POL/ HS, FC,FCC, SH, PARHT, HVAL,VWIDTH,VDEPTH, XWAT
COMMON /POL/ MAXB,NF, NR,NL, NX, MS,MT,JM, LK, KR,KRM, KV,MF, NC counters

DIMENSION TR(17),W(17), GAUSS{17),FNR(17), FV(9),HT(9)

DATA TR / .046910077,.23076534, .50 ,.76923466,.95308992,
1 .009219683,.047941372,.11504866,.20634102,.31608425,.43738330,
2 .56261670,.68391575,.79365898, .88495134,.95205863,.99078032 /

DATA W / .11846344,.23931434, .28444444,.23931434,.11846344,
a .02358767,.05346966,.08003917, .10158371,.11674627,.12457352,
b .12457352,.11674627,.10158371, .08003917,.05346966,.02358767 /

DATA VB, FTC, GTC / 0.6, 0., 180. /

sq(x) = sqrt((1.-x)*(1.+x})
e e et e
ccl ---
ccl --- (1). Set integration order and weights
IRA =1 use 5 pt
IRB = 5
F1 = FV(KV+1)
IF ((MODE.LT.8.0R.MV.LT.0).AND.F1.GT.0.) GO TO 1
IRA = 6 use 12pt
IRB = 17
1 NFF = IABS(MV) fregs.
c
KM = KV + NFF
FW = FV(KM+1) for wv
IF (FW.LT.1.) FW = FV(KM)*2. - FV(KM-1) at fw=0
I = KV + MINO(NFF, MAXO(MOD-15,2)+NR)
DW = FW - FV(I) for wv=1
DA = FVY(KV+NR-NL) - FA for wv=1
KP = KR
IF (PARHT.GT.0.) KP = KR-1 end poly
c
c Set gyrofrequency height
HR = HA + 10.*AMINO(1,KR-1) refln ht
IF (KRM.GT.KR) HR = HT(KR+1) for fh.
IF (KRM.EQ.KR) FTC = FA*1.2
IF {MV.LT.0) GO TO 7
IF (LK.GE.0.OR.KRM.EQ.KR) GO TO 4
c Slab start; set fh level.
DELTF = 0.
GRADZ = Q(1) - GTC
IF (GRAD2.LT.0.) GO TO 3 normal
2 gradl = grad2
deltf = deltf + .1*fa
grad2 = sumval(mt-1,q,deltf,2) -gtc
if (grad2.gt.0..and.deltf.1t.fa*.45) go to 2
DELTF = DELTF + .1*FA* AMIN1(GRAD2,0.) /(GRAD1-GRADZ)
3 FTC = (FTC+FA+DELTF)*.5 average
c Clear matrix B
4 DO 5 I =1, MAXB
D05 J=1, 17
5 B(I,Jd) = 0.

7 CONTINUE

CHEFHIHHHF B EFH# 4444444 Loop frequencies: i= 1 to nff normally,
c = 0 to nff to fit 1 back height
I =1-NL
IF (I.EQ.0.AND.MOD.NE.12) I = -1 prev ht
IF (MV.LT.0) I =1
(emEmEz=zssmssssssssssssssssssssssss=ss=s==s=== | oop frequencies:
10 IREAL = NFF + NL + MAX0(I,0) ‘
KVI = KV + 1
KRI = KR + 1
cc2 ~~-
cc2 --- (2). Frequency and weight
F o= FY(KVI)
HY = HT(KVI)
FR2 = F*F
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0063
0065
0066
0068
0070

0071
0072
0074
0076

0078
0080
0082
0083
0085

0087
0088
0089
0091
0093
0094
0095
0097
0098

0100
0101
0102
0103

0104
0105
0106
0108
0110
0111
0112
0114
0115
0116
0117
0118

0119
0120
0122
0123
0124
0125
0127
0128
0129
0130
0131
0132
0133

0134
0135

IF (KRI.LE.KRM) HR = HT(KRI) *.8 +HT(KR+1)*.2 refln ht
FH = GIND(O.,HR) ‘ set fh
F (F1.LT.0.) FH = GIND(0.,HS) x calcn.
F (F.LT.0.) FR2 = F*(F+FH) X ray
= SQRT(FR2)
c Weighting for least squares analysis
WREAL = 10.
IF (KVI.LT.KV) WREAL = 3. back ht.
IF (I.LE.0) GO TO 55 realonly
if (fr.le.fv(kr).or.fr.ge.fw.or.parht. gt.2.*sh
$ .or.fr.le.fc.or.nffinr.gt.40) jm = -jm fatal>>>
cC if (jm.le.0)print*,is,nff,i,kvi,kri,f,hv,fw,fr ,fc,parht @
1f (Jm Te. O) return end>>>

F (MV.LT.0) GO TO 12
WVIRT = 1.

IF(NR.GT.NL.AND.FCC.EQ.0. )WVIRT=SQRT{AMINI((FR-FA)/DA,(FW-FR)/DW)) taper w
IF (F.LT.0.) WVIRT = XWAT

c Integrate from t = tb (at f=fa) to ta
cc3 -~~~
cc3 ~--- (3). Set integration range and type
12 TB = SQ(FA/FR) Towerlim
TA = 0. reflectn
IF (MV.LT.0) TA = SQ(FV(KP)/FR) upperlim
IF (MV.LT.0) GO TO 20
FTC = AMIN1(FTC,FA*,1+FR*.9)
TC = SQ(FTC/FR)
IF (F1.LT.0.) &0 TO 15 x calen.
TC = 0.39-.05/C0S(.016*ADIP)
IF (TB.LT.1.2*TC.OR.INT(ADIP)-2*IRA.LT.58) GO TO 20 dip60,70
c
c Extended (17-point) integration.
15 IRA =1
IRB = 17
TA =TC sectn 1
20 D =TB - TA
cchd ---
ccd --- (4). Retardation in start/peak section
DEPAR = 0. peak sum
DELIN = 0. slab sum
IF (LK GE.O.AND.PARHT.EQ.0.) GO TO 35
F (SH.NE.0.) DZ = .5*PARHT/SH z at fm
GINDV = Q.
DO 30 IR = 6, 17
IF (LK.LT.0) GO TO 28 Tin only
= SQ{FC/FR*SQ(TR(IR)*DZ))
DEPAR = DEPAR + GIND(F,TP) *W(IR) pardelay
28 GINDV = GIND(F,SQ({FA-TR(IR)*VDEPTH)/FR))
30 DELIN = DELIN + GINDV*W(IR) Tindelay
35 CONTINUE
cech ==
cch --- (5). Group index for polynomial terms
DO 50 IR = IRA, IRB
IF (IR.NE.6.0R.IRA.NE.1) GO TO 45
m = TA sectn 2
TA = 0.
FH = GIND(O.,HR) refln fh
IF (F. GT 0.) GO TO 45 not xray
FR2 = F*(F+FH)
FR = SQRT{FR2) refin fr
TD = SQ(FTC/FR) corr. tc
45 (IR)*TD+TA
SQ(T)*FR
GAUSS(IR) = GIND(F,T)*T*W(IR)/FN *TD*FR2
50 FNR(IR) = FN - FA
C _______________________________________________________________________________
cchb --- (6). Store coefficients in array B

¢
55 DO 90 J =1, M
RH = (FR-FA)**J real ht.
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0164

0166
0168
0169
0171
0172
0173

0175
0176

0001

1

c

o

DPEAK = 0.
SUM = 0.
IF (KVI.EQ.KV.AND. J.EQ.1) RH = 1. mode 2
IF (I.LE.O) GO TO 90 realonly
IF (J.EQ.JM) DPEAK = DEPAR*PARHT par.peak
IF (J.LT.MT.OR.(J.EQ.MT.AND.LK.GE.0)) GO TO 60
Start or valley terms
RH = J-MT
IF (J.EQ.MT) SUM = DELIN Tin.slab
IF (LK.GT.0) SUM = GINDV*VB+DELIN*(1.-VB) Tin.valy
GO TO 80
Polynomial terms
0 DO 70 IR = IRA,IRB
A = GAUSS(IR)
GAUSS(IR) = A*FNR(IR)
0 SUM = SUM+A
SUM = J*SUM delay
Coefficients B(i,j).
0 B(I,J) = (SUM+RH)*WVIRT virtual
IF (MV.LT.0) HT(KVI) = HT(KVI)-Q(J)*SIGN(SUM,HV)-SIGN(DPEAK,HV) reduce
0 IF (IREAL.LE.NFF+NR) B(IREAL,J) = RH*WREAL real
IF (MV.LT.0) GO TO 100
c7 -=- (7). Store Virt/Real heights as r.h.s.
IF (1.GT.0) B(I,JdM+1) = (HV-HA-DPEAK)*WVIRT Vr.h.s.
IF (IREAL.GT.NFF+NR) GO TO 100
REAL = HT(KRI) - HA
IF(MOD.EQ.12) REAL = Q(1)+2.*Q(2)*(FA-FV(KR-1)) gradient
B(IREAL,JM+1) = REAL*WREAL R r.h.s.
00 I = MAXO(I,0)+1
IF (I.LE.NFF) GO TO 10 loopfreq
FHERER AR HH I EF R ##F4# End of frequency cycle ======s=s=ssa==sss=sszazzass
RETURN
END

hkkhkhhhkhkhhkihhkhrkhrkhkkhhhihhkhdhhhhrhhhkhrrikrhrkidk kkkkkhkkkhhhhkhkhhhkhhhkhkikhiik

SUBROUTINE ADJUST (HA,FA, FM,FC, LK,JM,MT, BB, Q, LBUG)
jan82/jun83.
Called from section c4.2 of Polan, after the initial call to Solve,
Adjust is used to condition the real-height polynomial {(in df = f-fa)
h = ha + df*q(1) + df**2 *q(2) + ... + df**mq *q(mq)
by ensuring that
1- The gradient dh/df is positive at f = fa.
For an O-ray start calculation, an initial gradient Ql of
greater than 80 km/MHz is reduced to 160.Q1/(80+Q1).
For an X-ray slab start (1k =-1) the gradient is Timited above 160 km.
2- The solution is well-defined:
-~ the last 3 coefficients do not alternate in sign, and
- these coefficients have absolute values less than 999.
These conditions are omitted for the peak and x-ray start, when a large
gradient may be required at one end of the fit range.
3- For x start calculations: the underlying slab is positive,
the initial height offset is negative,
the initial height (+offset) is > 60 km.
4- For a valley calculation: the initial gradient dh/df > sha,
the initial curvature q(2) < -1.5,
the initial height offset is positive.

Adjustments alter the least-squares coefficients gq(1) to q(jm),
and the rms deviation of the fit devn (stored in q(18)).

jm = mt+l and 1k.le.0 indicates an x start calculation.
The poly then ends at mq = mt-1, and
q(mt) = underlying slab thickness, preferably positive;
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0002

0003
0004

0005
0006
0007
0009
0011
0013

0015

0016
0017

0019
0020

0022
0023
0025
0027

0028

0030
0032
0033

0035
0037
0038

0040
0041
0043
0045

0047
0048
0049
0051
0052
0053

0054
0055
0057

0059

c g{jm) = starting height offset, which must be negative.

o jm = mt+l and 1lk.gt.0 indicates a valley calculation.
c The poly then ends at wq = mt,
c and q(jm) = the valley width, which must be positive.
c _______________________________________________________________________
c Adjustments are made by Call Solve (mm, -n, bb, g, devn).
¢ This modifies the least-squares solution by adding the constraint
¢ q{n) = mm/10., with a weight of 10. Any constraints previously
¢ applied at this or larger values of n are first removed by Solve.
C _______________________________________________________________________
DIMENSION BB(2), Q(18)
c
1flag= (1bug+50)/100 omit adj
Tbug = Tbug- 1flag*100
c Set mq = no of poly terms, and head
DEVN = Q(18)
MQ = MT
IF (LK.LT.0) MQ = MT-1
if (1bug.eq.-6.and.1k.1t.2) 1lbug= 96 start
if (Tbug.gt.2.or.(lbug.gt.0.and.1k.1t.2)) print7,{(m,m=2,mt) ~------ >
if (Tbug.gt.0.or.(lbug.eq.-1.and.1k.1t.2))
1 print9,'--- ',1k,jm,mt,ha,fa,fm,(q(i),i=1,jm),devn ------- >
7 format ('O*adjust----- Tk jm mt ha fa fm',6x,
1 'ql',919/41x,1019)
9 format (' *adjust', a6,313, f8.2,2f6.2, 10f9.2 /43x,10f9.2)
if (1flag.gt.0.or.jm.7t.4) return noadjust
C _______________________________________________________________________
c(a) Initial gradient; must exceed 1.5
MINQL = 2
IF (LK.GT.1) GO TO 50
c 0,X Start: limit gradient to 160,320.
QMAX = 80.
IF (LK.EQ.-1) QMAX = 160.
IF (Q(1).GT.QMAX) MINQ1 = 2.*QMAX*Q(1) / (QMAX+Q(1))
GO TO 60
c Valley: gradient > sha
50 IF (JM.GT.MT) MINQL = INT(HA/4.-20.)
c
60 IF (Q(1).GE.FLOAT(MINQ1).AND.MINQ1.LT.85) GO TO 80
CALL SOLVE (MINQ1*10, -1, BB, Q, DEVN) q(1) adj
if(1bug.gt.0)print9, 'q(1)"',1k,jm,mt ha,fa,fm,(q{i),i=1,jm},devn--==~-- >
o
o Valley: 1initial curvature < -1.5
80 IF (JM.LE.MT.OR.LK.LE.0.0R.Q(2).LT.-1.5) GO TO 100
CALL SOLVE (-15, -2, BB, Q, DEVN) q(2) adj
if(1bug.gt.0)print9,'q(2)',1k,jm,mt,ha,fa,fm,(q(i),i=1,jm),devn------- >
C _______________________________________________________________________
c(b) Check for unnecessary high-order coefficients.
o Reduce order if last 3 signs alternate, and sizes increasing,
c or if any size exceeds 999.
100 QQ = Q(MQ)
IF (MQ.LT.5.0R.ABS(QQ).LT.150. .QR.FC.GT.0..0R.LK.LE.0) GO TO 200 0.k.
IF (QQ/Q{MQ-2).GT.2. .AND. QQ/Q{MQ-1).LT.-1.) GO TO 150 fix it
IF (ABS(QQ).LT.999..AND.ABS(Q(MQ-1)).LT.999.) GO TO 200 0.k.
c Add constraint gq(mg) = 0., and reduce mq.
150 DEVN = -1.
CALL SOLVE (0, -MQ, BB, Q, DEVN)
if(I1bug.gt.0)print9,'mq *,1k,jm,mt,ha,fa,fm,(q(i),i=1,im),devn ------- >
MQ = MQ-1
GO TO 100
200  CONTINUE
C _______________________________________________________________________
c(c) START and VALLEY: check sign, and 1Timit offset term
c
DEVL = DEVN
IF (JM.EQ.MT) GO TO 500
IF (LK.GT.0 ) GO TO 400
Cmmmmmmm Start:- slab
QM = Q(MT)
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0060
0061
0063
0064
0066
0067

0069
0070
0072
0074
0075

0076

0078
0079
0080

0082
0083
0085
0086

0001

0002
0003
0004
0005
0006

0007
0008
0009
0010

0012
0013
0014
0016
0018
0019
0021

0023
0024
0026

0027
0029

0030
0031
0032
0033
0035

NQ
F (QM.GE.0.) GO TO 350

320 CALL SOLVE (NQT, -MT, BB, Q, DEVN)
if(1bug.gt.0)print9, ‘slab',1k,jm,mt,ha,fa,fm,(q(i),i=1,jm),devn-~----- >
NQT= INT(QM*10.)
IF (DEVN.GT.DEVL*1.25) GO TO 320 slab= gm
C Start:- offset
350 IOFST =
F (Q(JM ) GT.0.) GO TO 450
IF (LK.GE.0.OR.HA+Q(JM).GT.60.) GO TO 500
IOFST = 10.*(60.-HA)
GO TO 450
Cm=mmmmm= Valley
400 IF (Q(JM).GE.0.) GO TO 500
c Correct initial real-height offset
I0FST =
450 CALL SOLVE (IOFST, -JM, BB, Q, DEVN)
if(1bug.gt.0)print9, 'ofset',1k,jm,mt,ha,fa,fm,{(qg{i),i=1,jm),devn-=~-=-- >
C _______________________________________________________________________
500 Q(18) = DEVN

if (Tbug.eq.96) 1lbug= -6
RETURN
END

C**************************************************-k************************'k***

SUBROUTINE  REDUCE (FV, HT)
c feb84.
¢ To reduce the remaining virtual heights by the group retardation in
c the last calculated real-height section (from fa to fv(kr)).
c
¢ Modifies all h' at f > fv(kr), by subtracting the group retardation.
¢ Increases 1k (the height to which group retardation is removed) to kr.
c Use LIST =7 to show details of the reduction steps.
C ———————————————————————————————————————————————————————————————————————————————
DIMENSION FV(40), HT(40)
COMMON /POL/ B(40,17),Q(18), FH,ADIP, MODE,MOD, FA,HA, TCONT,LBUG
COMMON /POL/ HS, FC,FCC, SH, PARHT, HVAL,VWIDTH,VDEPTH, XWAT
COMMON /POL/ MAXB,NF, NR,NL, NX, MS,MT,JM, LK, KR,KRM, KV,MF, NC counters
7 format (' reduce:',15f8.3)
C _______________________________________________________________________________
c2.a-- Reduction using full polynomial expression (at f<fmtmode/25)
K = MF
FRED = FV(MF) + .04*FLOAT(MODE)
20 K = K+1 nextvirt
IF (ABS(HT(K)).GT.30..AND.FV(K).LE.FRED) GO TO 20 reduce k
C——.—.
KV1 = KV+1 minreduc
KVM = K -1 maxreduc
if(1bug.eq.7)print7, (fv(j),j=kvl,kvm) FHommem >
if(lbug.eq.7)print7, (ht(j),j=kvl,kvm) #Hommm- >
CALL COEFIC (KV-KVM, FV, HT) prevpo]y
if(lbug.eq.7)print7, (ht(j),j=kvl,kvm) 1 B
if {jm.1e.0) return ex1t>>>>
C-mmmmmmm = Error check on reduced virt hts.
do 40 k = kvl, kvm
40 if (abs(ht(k)).1t.ha) go to 50 Tow ht.
GO TO 60
C list bad point (h'<ha) and delete it
50 if(1bug.ge.~9) print 52, (fv(j),ht(j), j=k-1,k+l) **¥-wuo- >
52 format ('0*****reduce: data error at f, h =',
$ 6f8.3, 1i5,' end >>>>')
55 fv(k)= fv(k-1) move up
ht(k)= ht(k-1)
k= k-1
if (k.gt.kv-4) go to 55
kv = kvl
C ———————————————————————————————————————————————————————————————————————————————
c2.b-- Approx reduction at f>fred for delay in fv(1k) (=fa) to fv(kr)
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60 MQ = MT + MINO(LK,0) polterms

LK = MAXO(LK,1)+1

FAR = FV(KR) top freq

G2 = Q(1)

Covun. For section fv(1-1) to fv(1)
DO 100 L = LK,KR loopslab
c i~ Get mean density, thickness
FL = FV(L-1)
FN = Fv(L)
AVN = (FL**2+FN*(FL+FN))/3. mean f*f
HA = HT(L)
DH = HA - HT(L-1)
c :~ Correct for curvature
DELTF = FN - FA
Gl = G2
IF (FN.NE.FC.AND.FN.GT.FA) G2 = SUMVAL(MQ,Q,DELTF,2) dh/df.
IF (FN.EQ.FC .OR.FN.LT.FA) AVN = AVN+FN*(FN-FL)/3. peak
DH = DH+(G2-G1)*(FL+FN)*(FN-FL)**2/(12.*AVN) correctn
FH = GIND(O.,HA) scale fh
c :- Loop frequency to end
K = KVM
C——.—
80 K = K+1 loopfreg
F = FV(K)
IF (F.EQ.-1.) GO TO 100 end freq
FR = F
HY = HT(K)

IF (HV.EQ.0. .AND.HT{K+1).EQ.0.) GO TO 100 end freq
if (abs(hv).le.30.) go to 80 skippeak
if (f.1t.0.) fr = sqrt((f+fh)*f)
if (fr.1t.far) go to 90 f error.

TAV = SQRT(1.-AVN/FR**2)
HT(K) = HV - GIND(F,TAV)*DH*SIGN(1.,HV) reduce
if(lbug.eq.7)print7, f1,fn,tav,dh, f,hv,ht(k) = #f--mm- >
GO TO 80 loopfreq
Cmm= End freq loop. Delete bad data and end
90 1f(1bug.ge.-9)print 52, (fv(j),ht(j), jek-1,k+1), k  Hxwsxsx;
fv(k) = 1. end data

100  CONTINUE
LK = KR

RETURN
END
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F.4. THE SUBROUTINES PEAK, TRACE, SOLVE, SUMVAL AND GIND

This group of five miscellaneous subroutines is contained in the file POLMIS.FOR.

The subroutine PEAK 1is called by POLAN only at the end of the real-height calculations for an
ionospheric layer. The gradients at the last several frequencies are used in a least-squares analysis
to determine the scale height and critical frequency of the best-fitting Chapman layer. The height of
the peak is then found by fitting this Tayer to the last two calculated real heights. The method used
in these calculations is described elsewhere (Titheridge, 1985).

The subroutine TRACE is used only to print additional information so that the operation of POLAN
can be checked. In normal use, when the input parameter LIST is equal to 0 or 1, this subroutine is
never called.

The subroutine SOLVE (M, N, B, Q, DEVN) plays an important part in POLAN. Normal operation is
obtained when the input parameter N, giving the number of unknowns to be solved for, is positive.
Equations specified in the first M rows of the matrix B are then solved and results returned as q(1)
to q(N). When M is greater than N a least-squares solution is obtained, and the r.m.s. deviation of
this solution is returned as DEVN. At M =N an exact solution is obtained, and DEVN = 0.

In both cases equations of the form

biar + bpap *+ ..... +byay = b+l

are stored with the coefficients by to by+y in columns 1 to N+1 of the array B.
Successive equations occupy successive rows in the array; thus the coefficients for the ith equation

are B(i,1) to B(i,N+1). The first M rows of B contain coefficients for the M equations to be
solved. These are converted to upper triangular form by a series of orthogonal Householder
transformations. The rows N, N-1, ..., 1 are then solved in succession to obtain the parameters qy.
gN-1> ---» Q1. This procedure has several advantages over the older method of forming the normal

equations and solving them by Gaussian elimination. It is much more stable and gives accurate results
for polynomials using 15 or more terms, whereas the normal equations become very ill-conditioned for
polynomials of order greater than about 6. The calculations are quite fast, require no row or column
interchanges, and can give directly the r.m.s. deviation of the fit. The solution is carried out in
place requiring no additional storage. The original equations are destroyed, but the triangulated

form retained in the array B is directly useful for further examination or adjustment of the
results.

Revised solutions are obtained by SOLVE when it is called with a negative value for the
parameter N. This indicates that an additional equation is to be added into the Teast-squares
solution. The new equation is always q; = W10, where the index j 1is equal to -N
and the constant M is given by the first parameter in the call to SOLVE. Addition of this equation
to the previously triangulated set gives NP = NQ+1 equations (where NQ is the total number of
coefficients gq, as given in the first call to SOLVE). These NP equations are reduced to a new set
of NQ upper triangular results, by application of Givens transformation. The new coefficients g, and
the corresponding value of DEVN, are then obtained.

Before the new solution is obtained in SOLVE the subroutine checks the flags stored in the array
ISETQ. These show any constraints previously placed on the coefficients q. Any previous constraint
on the value qj is first removed. This is necessary to avoid competition between different
constraints, giving a result with an intermediate value of qj and & large value for DEVN. Removal
of a constraint is achieved by adding in the same equation again, with all coefficients multiplied
by (-1)0-5; this gives an effective weight of -1 which cancels the effect of the previous
constraint. Any existing constraints on qj+1 to qy are also removed. Constraints can then be
tried successively, at decreasing values of j, with each trial showing results of only the last
constraint. If it is desired to include two separate constraints (on different values of qj) in the
final solution, these constraints are applied in order of increasing j. In all cases the new solution
is obtained directly from the previous solution and the stored values of the triangularised matrix
Bj,j. Recalculation of group index integrals and of the original coefficients in B is not
required, so modified solutions are obtained almost instantaneously.

The subprogram SUMVAL 1is used for evaluating various sums and products of arrays, as defined
in the 1isting. This is used by POLAN to obtain the values of real height and gradient from the
polynomial real-height coefficients q, and for some other operations.

The subroutine GIND provides values of the group refractive index as a function of the wave
frequency F, and the parameter T which defines the ratio of plasma frequency to wave frequency.
An initialising call with T negative is used to set the value of gyrofrequency at the ground (GH),
and the magnetic dip angle. A height-varying gyrofrequency is normally assumed. Calling GIND with F
= 0 scales internal constants to correspond to a height of -T km. These constants are organised to
allow rapid calculation of the values of group index, since this calculation takes most of the time in
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a real height analysis. If a fixed value of gyrofrequency is to be used at all heights, the initial
value of GH is made negative. The equations used provide results for the ordinary ray when the
frequency F is positive, and for the extraordinary ray when F is negative. They are designed to
maintain full accuracy for all values of dip angle (from 0 to 90°0), and all values of T (from 0 to 1)
for both rays. The derivation of the equations is given in appendix D.3.

¢ POLMIS.FOR = PEAK, TRACE, SOLVE, SUMVAL, GIND.

C******************************************************

c
0001

utilities for POLAN.

SUBROUTINE  PEAK (FV,HT, HM)

R FdddSedodedodededodededodedodeodededeodoke dededeok kkhrkhkkkhhhdhkdhdddhkhhhhikx

Calculate and 1ist parameters for a Chapman-layer peak.

kkFkkkkjan78/dec84.

c
c

¢ Called with KR, KV pointing at last calculated real height before peak.
¢ Get FC, SH by a least-squares fit to the last NK calculated heights.

¢ Include any scaled FC, FCX, and iterate from a model scale height.

c LIST = 8 adds detailed trace outputs.

0002 DIMENSION  FV(9), HT(9)
0003 COMMON /POL/ B(40,17),Q(18), FH,ADIP, MODE,MOD, FA,HA, TCONT,LBUG
0004 COMMON /PQOL/ HS, FC,FCC, SH, PARHT, HVAL,VWIDTH,VDEPTH, XWAT
0005 COMMON /PQOL/ MAXB,NF, NR,NL, NX, MS,MT,JM, LK, KR,KRM, KV,MF, NC counters
0006 sq{x) = sqri{(1.-x)*{1.+x))
C _______________________________________________________________________________
o Set frequencies
0007 KR = KR + 1 to peak
0008 KV = KV + 1 to peak
0009 FM = FV(KRM) top ht
0010 HN = HT(KRM) *.999 ht at fm
0011 NK = MINO(NF*10/(NF+10), KR/3) + 2 f to fit
0012 KA = KV -1 -NK
0013 SH = .27*HN - 21. model SH
0014 HM = HN + .3*SH for fh
0015 FH = GIND(O., HM)
0016 NKA= NK
0017 IF (FC.GT..1) NK = NK + 1 incl. fc
0019 FCX = ABS({FV(Kv+1))
0020 HCX = HT(Kv+1)
0021 IF (ABS(HCX).GT.30..0R.FCX.LT.FM+.5*FH) GO TO 100 no x ray
0023 NK = NK+ 1 incl fcx
0024 FV(KV+1)= FV(KV) swap fc
0025 FV(KV) = FCX and fcx
0026 HT(KV+1)= HT(KY)
0027 HT(KV) = HCX
0028 KV = KV + 1
0029 100 grad = .5/fv(ka)
0030 fv(kr) = fc
C _______________________________________________________________________________
Covunn Set up and solve peak equations
0031 DO 400 J =1, 2 iterate
Cc.
0032 DO 300 I = 1, NK
0033 F = FV(KA+I)
0034 IF (F.EQ.FCX) F = SQRT{FCX*(FCX - FH)) x crit.
0036 W= 2.%%(20.*(F-FM)/F) weight
0037 T=0. peak
0038 IF (F.GT.FM) GO TO 260 f crit.
0040 DELTF = F-FA
0041 GL = GRAD
0042 GRAD = 4./F/ AMAX1( SUMVAL(MT,Q,DELTF,2), 3.) 2dN/dh/N
0043 IF (1.EQ.{NKA+1)/2) GM = GRAD mean
0045 IF (I.EQ.NKA) GRAD = GRAD *.995 hn corn.
0047 T = SH*GRAD
0048 260 B(I,1) = W *1og(FC)
0049 B(I,6) = (ALOG(1.+T)-T)*.25 save
0050 B(I,2) = B(I,6) *W * SH
0051 B(I,3) = ALOG(F) *W r.h.s.
0052 if(1bug.eq.8.and.j.eq.2)print *,f,grad,t,b(i,6),w #h-mem >
0054 300 CONTINUE
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0055
0056
0057
0059

0060

0061
0063
0064
0066
0067
0068
0069
0071
0072
0073
0074
0075
0076
0077
0079

0080
0081
0082
0083
0084
0085
0086
0087
0089
0090
0091

0092
0093
0095
0096
0097
0099

0100
0102
0103
0104
0105
0106

0108
0110

0111
0112
0113
0114
0115

0116
0117
0118
0119
0120
0121
0123
0125

ht(kr) = ht(kv)
fv(kr) = fc
if(]bug.ge.3)print320,nk,nka,sh,(fv(k),ht(k),k=kr-nka-1,kr) e >
320 format(' peak fit: nk,nka,sh='2i3,¥6.1,2x,14f7.2,(/35x,14f7.2))
C
CALL SOLVE (NK, 2, B, B(1,9), DEVN)
C
IF (GM.GT.1.4*GRAD) GO TO 360 0.k.
avsh = amax1(b(2,9),0.) *.5 + .5 use mean
if (b(2,9).gt.1.) avsh = b(2,9)/avsh avg 1/SH
340 ms = int(10.*avsh+.5) 10* mean
devl = devn
call solve (ms, -2, b, b(1,9), devn) imposed
if (devn.gt.devl*2.+.01 .or. avsh.eq.1.) go to 360
avsh = 1. sh= sha
go to 340
360 SH = SH*SQRT( ABS(B(2,9)) )
PARHT = SH*AMINI( ALOG(1.+SH*GRAD), 1.8) FN to FC
HM = HN + PARHT
FH = GIND{0., HM)
if (parht.gt.sh.or.gm.1t.1.8%grad) go to 500 no itern
400  CONTINUE
C.....
Crmmmme i r e e e e Form peak parameters
500 FC = EXP(B(1,9))
ERR= 0.5% { HM-SH*ALOG(1.+SH*GL) ~HT(KRM-1) ) fit last
HM = HM - .9*ERR 2 hts.
HT(KRM)=HN + .1*ERR
HT{KR)= HM
PARHT = HM - HT(KRM) peaksecn
PARFC = FM/SQ(.5*PARHT/SH) - FM FC parab
if(1bug.eq.8)print*,fc,hm,err,parht,parfc
r = 2+nk-nka
fc = amaxl( aminl(fc,fm+parfc*r), fmtparfc/r ) Timit FC
FV(KR) = FC
C _______________________________________________________________________________
¢ Check overlap-- this section can be omitted with manual scalings (F monotonic)
FNEXT = FV(KV+1) newlayer
IF (FNEXT.GE.0.) GO TO 620
FNEXT = SQRT(FNEXT*(FNEXT+.99*FH)) X ray
DO 600 I =2, 30
600 IF (FV(KV+I).GE.0.) GO T0 610 1st Oray
610 FNEXT = AMINL{FNEXT, FV(KV+I))
C
620 IF (FNEXT.LE.0.) FNEXT = FM + 4.*PARFC + .05
FC = AMIN1{FC, FNEXT-.03)
DFC= FV(KR) - FC reduce F
FM = FM - DFC
DEVN= AMIN1(DEVN*2., .5%(FNEXT-FM)/FC)
IF (DFC.LE.0.01) GO TO 680
c Layer overlap; reduce frequencies
if(1bug.ge.-9)print640, fv(kr), fc, fnext K >
640 format ('0* FC reduced from',f7.3,' to',F7.3,
$ ' since next layer starts at',f7.3,' MHz.' /)
df = dfc/fv(kr)**3
do 660 k = 1, kr
660 fv(k) = fv{k) - df*fv(k)**3

fa = fa - df*fa**3
680  CONTINUE

o List peak parameters
DEVF = FC*DEVN freq err
BAVGE= -B(2,6) - B(NKA,6)
DEVS = DEVN * SH/BAVGE sh err.
DEVH = DEVN *PARHT/BAVGE + DEVS*SH*GRAD hm err.
TCONT= TCONT + PARHT*(FC**2+ 5*FM**2) /1.5 parabola
IF (GM.LT.1.4*GRAD) SH = -SH ~-model
if(1bug.ge.-9)print 750, fc,devf, hm,devh,sh,devs, tcont/fc**2 oo >
750 format ('OPeak', F7.3, ' (+/-',F5.3, ') MHz, Height', F6.1,
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1 (/- F40L,") ke, Scale Height',f5.1' (+/-',F4.1,
2 ') km. Stab (to peak) =',F6.1,' km.')
0126 FV(KR+4) = DEVF
0127 HT(KR+4) = DEVH
0128 Fv(kv) = FC
0129 RETURN
0130 END
Rk gk deode g deded e ek ke de e e ke ok e ek ek e e ko s de e e e e e e de e e
0001 SUBROUTINE TRACE ( FV,HT, TRAS )
CrRTR e doookeeokedoiedoiekdolok Kok ok Rk kR ok ek ek ke kR AR §an 179
c Full debug listing, produced when 0 < lbug < 10.
¢ lbug = 1 produces a single trace line for each real-height step in polan.
c 2, 3, 4 add fuller trace outputs.
¢ lbug > 3 includes intermediate listings of freq,height.
¢ Tbug = 5 adds a full list of the equations in the matrix B.
c
0002 DIMENSION FV(40), HT(40)
c
0003 COMMON /POL/ B(40,17),Q(18), FH,ADIP, MODE,MOD, FA,HA, TCONT,LBUG
0004 COMMON /POL/ HS, FC,FCC, SH, PARHT, HVAL,VWIDTH,VDEPTH, XWAT
0005 COMMON /POL/ MAXB,NF, NR,NL, NX, MS,MT,JM, LK, KR,KRM, KV,MF, NC counters
0006 DATA LIST /0 / to save
C _________________________________________________________________________
0007 IF {IABS(LBUG).GT.9) RETURN no list
0009 IF (TRAS.NE.D.) GO TO 10
0011 PRINT 50, 'FRQ', (FV(I), I=1,15)  —eeeo >
0012 PRINT 50, ‘'HTS', (HT(I), I=1,15)
0013 LIST = 2 head
0014 RETURN
C _________________________________________________________________________
0015 10 IF {TRAS.EQ.2.2) PRINT 12
0017 12 FORMAT (1 Ot = e e o o o o e e e e ee o ")
c
0018 IF (TRAS.EQ.2.2 .OR. LIST.GT.1) PRINT20 s >
0020 20 FORMAT ('O##TRACE: kr 1k jm mt ha fa frm',
1 * krm kv nf nr nl nx ms mode mod hs',
2 ! fc  fcc sh  parht hval vwidth vdepth')
c
0021 FRM = FV(KRM)
0022 PRINT 25, TRAS, KR,LK, JM,MT, HA,FA,FRM, KRM,KV, NF,NR,NL,NX,MS, =------- >
$ MODE,MOD, HS, FC,FCC,SH, PARHT,HVAL,VWIDTH,VDEPTH
0023 25 FORMAT(' ##',F5.1,':",214,213, F8.2,2F6.2, 914, 2X,4F6.2,4F7.2)
c
0024 LIST =0
0025 IF (ABS{TRAS).LT.2.3.0R.LBUG.LT.4.0R.ABS(TRAS-3.3).LT..8) GO TO 60
c
c list data, at lbug > 3 and tras =2.3 OR 4.3
0027 KM = KV+NF+NX
0028 PRINT 50, 'FRQ', (FV(K), K=kv,kM) .. >
0029 PRINT 50, 'VHT', (HT(K), K=KV,KM+3)
0030 PRINT 50, 'RHT', (HT(K), K=KR,KRM)
0031 50 FORMAT (' #',A3, 16F8.2/ 5X,16F8.2)
0032 LIST = 1
0033 60 IF (ABS(TRAS).NE.3.3 .OR. LBUG.NE.5) RETURN
C _________________________________________________________________________
o list matrix B, at Tbug = 5 and tras = 3.3 only.
0035 NCOL = IABS(JM)+1
0036 PRINT 70, (J, J = 1, NCOL) . >
0037 70 FORMAT (' ### equations J =", 14, 1219)
c...
0038 NLINE = NR+NF+NX+MS
0039 DO 80 LINE = 1, NLINE
0040 80 PRINT 90, LINE, (B(LINE,ICOL), ICOL=1,NCOL)  cemeea- >
0041 90 format (' # matrix b, line', I3, 12F9.4)
C..
0042 LIST = 2
0043 RETURN
0044 END

gExIkIkkiokkkkkkhihhkihkikddkkk kededokkkkok ThRbhkkhhhhhhhddhkdhhhhkhihhkhhhhiikdsd
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0001 SUBROUTINE  SOLVE (M, N, B, Q, DEVN)
grEKkhkkrkkk DR R Pk R R R R R R Xxnﬂxl(nnx?()\nn?rhnnxnnxﬁnnxnhxxﬂnnnjan77.
¢ Solve m simultaneous equns in n unknowns, given in the array B(m,n+l).
¢ The result is returned in Q(1) to Q(n).

o Adjustments to a previously obtained solution may be made by
c call solve (mm, -n, B, Q, devn).
¢ This modifies the least-squares solution by adding the constraint
C Q(n) = nm/10., with a weight of 10.
¢ Any number of the coefficients Q can be modified in this way.
C
C When a constraint is applied to Q(n), any constraints
¢ previously applied at larger values of n are first removed by solve.
¢ Previous constraints at smaller values of n remain.
c Addition of constraints is numerically stable;
[ the removal of constraints is less accurate but still o.k.
PSRRI EEREE PR PR R RS L EEL RS EE
0002 DIMENSION B{(40,17), Q(18), ISETQ(17)
0003 DATA NQ, NP, ISETQ / 19*0 /
¢ (Change above DATA to SAVE for fortran 77).
0004 IF (N.LT.0) GO TO 3
0006 NQ = N
0007 NP = N+1
c Householder transformations
0008 K=20
0009 1 K = K+1
0010 ISETQ(K) = 999
0011 S = 0.
0012 MK = M-K+1
0013 IF (MK.LE.Q) GO TO 7
0015 S = SUMVAL(MK,B(K,K),B(K,K),3)
0016 IF (K.EQ.NP) GO TO 7
0018 A = B{K,K)
0019 D = SIGN{SQRT(S).A)
0020 B(K,K) = A+D
0021 C = A*D+S
0022 DO 2 J = K+1, NP
0023 S = SUMVAL(MK,B(K,K),B(K,J),3)/C
0024 D02 I =K, M
0025 2 B(I,J) = B(I,J)-B(I,K)*S
0026 B(K,K) = -D
0027 GO T0 1
C _______________________________________________________________________
c remove any previous constraints on g(n) to g(ng);
0028 3 NN = IABS(N)-1
0029 REMOV = -1.
0030 4 NN = NN+1
0031 IF (ISETQ(NN).NE.999) GO TO 5
0033 51 IF (NN.LT.NQ.AND.DEVN.NE.-1.) GO TO 4
C add constraint Q(n)=m*.1 (Givens transformation).
0035 NN = IABS(N)
0036 REMOV = 1.
0037 ISETQ(NN) = M
0038 5 Q(NP) = ISETQ(NN)
0039 IF (REMOV.LT.0.) ISETQ(NN) = 999
0041 Q(NN) = 10.
0042 DO 6 I = NN, NP
0043 BII = B(I,I)
0044 R = SQRT( AMAX1(BII**2+Q{I)**2*REMOV, .1E-9) )
0045 C = BIL/R
0046 S = Q(I)/R
0047 DO 6 J =1, NP
0048 QJd = Q(J)
0049 IF (I.EQ.NN.AND.J.NE.I.AND.J.NE.NP) QJ = 0.
0051 Q(J) = C*QJ-S*B(I,J)
0052 6 B(I,J) = C*B(I,J)+S*QJ*REMOV
0053 IF (REMOV) 51,51,8
C ———————————————————————————————————————————————————————————————————————

c back substitution
0054 7 B(NP,1) = M
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0055
0056
0057
0058
0059
0060
0061
0063
0064
0065

0001

0002
0003
0004
0005

0006

0007
0008

0009
0010

0011
0012

0013
0014

0015
0016

0018
0019
0020

0001

0002

0003
0005
0007
0008

0009
0010
0011
0012
0013
0014

0015
0017
0018

B(NP,NP)= SQRT(S)
8 DEVN = ABS(B(NP,NP))/SQRT(B(NP,1))
DO 10 1II =2, NP
I = NP-II+1
S = B(I,NP)
DO 9 J = I+1, NQ
9 IF (II.6T.2) S =S - Q{J)*B(I,d)
10 Q(I) = S/B(1,I)
RETURN
END

FUNCTION  SUMVAL (N, A, B, L)

ook .
Cnnx«nnnnxnnnnnnxxnxnnxxnnnnxnnnnnnnnx«xnxxnnxnxxnxnnnnnxunxnn«nxxnnxxxxjan77

C Returns the sum for j =1 to N of:-

c a(j)*b**j at L =1, J*a(J)*b**(j-1) at L =2 (using b = B(1))
o a(j) *b(j) at L =3 5 a(j)*b(l-L+j*L) at L >3 (giving LL = 4)
G e e e e S

DIMENSION A(9), B(9)

Jd =N

S =0.

LL= MINO(L,4)
Lo Toop from j=n to j=1.
9 G0 TO (1,2,3,4), LL
c L = 1; evaluate polynomial a(j)*b**j
1 S = (A(J)+S)*B(l)

GO TO 8
c L = 2; calculate gradient sum a(j)*j*p**(j-1)
2 S = S*B(1)+A(J)*FLOAT J)

GO TO 8

L = 3; calculate sum of products a(j)*b(j)

3 JdB= g

GO TO 6
¢ L > 35 sumof a(d)*b(1,j), with L = 1st dim of b
4 JB= (J-1)*L+1
6 S = S+A(J)*B(JB)
c
8 J = J-1

IF (J.GT.0) GO TO 9
Gttt e

SUMVAL = §

RETURN

END

FUNCTION GIND (F, T)

c*““““"“"““"“““""“"“‘""“"“""“""‘“““"““““‘"“““““"‘““‘""""““"““"“‘“*jan77.
¢ Group index subroutine, for o or x rays. (f negative for x ray).

¢ Gives (group index -1) to full machine accuracy, for any value of t.
¢ Initialise by call gind(GH,-dip) to set gyrofreq (mhz) and dip (deg).
¢ GH is ground value; scaled to height h by FH = gind(0.,h), with h>2.
c An initial negative value of GH suppresses the scaling.

C _______________________________________________________________________

o {change data to save for fortran77).
IF (F.EQ.0.) GO TO 2
IF (T.LT.0.) GO TO 1
T2 = AMAX1(T,.1E-9)**?
IF (F) 5,6,6
c store ground constants
1 GH = F
FH = ABS(GH)
DIP = -.01745329*T
GHSN = GH*SIN(DIP)
GCSCT= (GH*COS{DIP))**2*_5/GHSN
GO TO 3
c scale constants to height h = ¢,
2 IF (GH.LT.0. .OR.T.LT.2.) GO TO 4
FH = GH/(1.47/6371.2)**3
3 FHSN = GHSN*FH/GH
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0019 FCSCT= GCSCT*FH/GH

0020 HFH = .5*FHSN

0021 C = FCSCT+FHSN

0022 C2= C*C

0023 4 GIND = FH

0024 RETURN
C calculate group index gind = mu' - 1.
C indented sections increase accuracy for x ray.

0025 5 X = (F+FH)*T2

0026 Gl = X-FH

0027 GO TO 7

0028 6 Gl = F*T2

0029 7 G2 = FCSCT/61

0030 G3 = SQRT(G2*G2+1.)

0031 IF (F.GE.0.) GO TO 8

0033 G4 = FHSN*(G3-G2)

0034 X = X*(Gl-FH)

0035 G5 = -GA*X/ (FHSN*{SQRT{X+C2)+C))

0036 GO T0 9

0037 8 G4 = FHSN/(G2+G3)

0038 G5 = G1+G4

0039 9 G6 = F+64

0040 G7 = (F*G2*G4/G1-HFH)*(F-G1)/{(G3*G6)

0041 GIND = ABS(G7+G6)/SQRT(G5*G6) -1.

0042 RETURN

0043 END

F.5. THE PROGRAM SCION

This mainline program gives an example of a complete real-height analysis procedure using POLAN.
SCION controls the scaling of data from a projected ionogram, correction for skewed or non-linear
axes; conversion of the digitised values into virtual height and frequency; ordering of separate
ordinary and extraordinary ray data in the way required by POLAN; analysis of the data and Tisting of
the calculated real heights. The digitising sections run in conjunction with a Hewlett Packard 9864A
digitiser and digitising table, and will need modifying for other equipment. A full description of
the operation and use of SCION is given in section 11 of this report.

-- SCION -- INPUT on UNIT 6, OUTPUT on UNIT 7.

reader, using the generalised polynomial analysis program POLAN.

C

c

C Program to perform an N(H) analysis of an ionogram scaled on the X-Y
c

C Leo McNamara, August 1978; ---- John Titheridge, March 1981.

C:- SUMMARY SCALING INSTRUCTIONS. [...]/ [...] denotes alternatives. i
C:- NULL = bottom left corner, outside ionogram frame; !
C:- TL = Top Left corner; TR = Top Right corner. !

Scale 0-ray data for first Tayer.
[scale TL] / [scale FC; scale TR].

N bt

Scale O-ray data for next layer.
[scale TL] / [scale FC; scale TR].
Repeat steps 3. and 4., until no more O data.

[ 3~ V)

|
i
I
1
|
!
!
Scale NULL. ( this always denotes ‘end of ionogram'). !
I
Scale lowest useable X-ray data (over a range of about 0.6 MHz);
/ lor, in the absence of data, scale TL]. !
8. [Scale TL] / [Scale FCX for that layer; scale TR]. !
9. Repeat steps 7. and 8., for each available layer. !
]
i

10. scale two nulls.

OO OOOOOOOO0O0m
1
~N o>
I
I




INPUTS [reads] are marked and numbered by  <<<<<1

C
C
C
C Normal PRINTED OUTPUTS are shown by  *¥*%*x]
C
C
C
C

DIMENSION HEADC(19), XC
DIMENSION FMX{20), FMY

(4),YC(4), FM(20),HM

(20)

DIMENSION FOX(100), HOY(100
150)

(HO

(20)
,  HMX(20), HMY(20)
), FXX(50), HXY(50)
,  FS{120), HS(120)
Y, HT), (FXX,Fv(101)

DIMENSION FV(150), HT(
EQUIVALENCE (FOX, FV),

(=========cs==-=====S=z=zsssooszrsrEoNSTsSTsSsSSSSSSSsSSSSSsSREESsSSSSS=====

900  FORMAT ('1IONOGRAM'I3,//19A4, 'DIP, FB, START =' 5F7.2 )

901  FORMAT (I4,19A4)

902  FORMAT (20F4.0)

904  FORMAT (12F5.0)

907  FORMAT ('0*',6F6.2,4X,6F6.2,4X,6F6.2,4X,2F6.2)

908  FORMAT (12F5.2)

909  FORMAT (/1HO,A5,12F10.3/(6X,12F10.3))

910 FORMAT (1H0,14,1X, A7,' POINTS DIGITIZED AND DESKEWED'/)

912 FORMAT ( 6( F7.3,F8.2,5X) )

990  FORMAT(//9X%'>>>>> DO YOU WISH TO SAVE TAPE7 FOR PLOTTING <<<<<')
NDIM = 150
ION =0

E/////////////////////////////////////////////////////////////////////////

C (A). START OF NEW IONOGRAM:-
C (1). Read comments
C
10 READ (6,901) IEXIT, HEADC KKKl
IF (IEXIT.EQ.0) PRINT 990
IF (IEXIT.EQ.0) STOP '*ALL DONE*'
ION = ION + 1
o s e e e e i i e o s s i i i e
C (2). Read dip angle, gyrofrequency, default starting height at 0.5 MHz.
C This default height is used if no suitable X-ray data are provided.
¢
READ (6,904) DIP, FB, START <<KKK2
PRINT 900, ION, HEADC, DIP, FB, START Fhxkk]

C

C (3). Read in the values of the visible frequency markers, to be scaled.
C count the frequency markers, and list.

C

READ (6,902) (FM(I),I = 1,20) <<KKK3
DO 20 I = 1,20
20 IF (FM(1).EQ.0.0) GO TO 22
22 NFM =1 -1
PRINT 24 , (FM(I), I = 1, NFM) Fkkxk
24 FORMAT ('OFREQ. MARKERS',20F6.1)
o
C (4). Read in the values of the height markers to be scaled.
C
READ (6,902)  (HM(I), I = 1,20) <LKLKa
D030 I =2,20
30 IF (HM(I).EQ.0.) GO TO 35
35 NHM =T -1
PRINT 40, (HM(I), I = 1, NHM) Fkkkk 3
40 FORMAT ('OHEIGHT MARKRS',20F6.1)

g/////////////////////////////////////////////////////////////////////////

C BEGIN SCALING

g (B). READ THE POSITIONS OF THE FOUR CORNERS OF THE IONOGRAM
C-mmmmem (X,Y; clockwise from bottom left).

‘ READ (6,908) (XC(I), YC(I), I = 1,4) {<LL<5h
E ——————— Read in the frequency marker positions - max 6 points per line.
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READ (6,908) (FMX(I),FMY(I), I = 1,NFM), END <LK

-~ Read in the height marker positions.
READ (6,908) ({(HMX(I),HMY(I), I = 1,NHM), END <LLLKT
Deskew corners and markers
XC1 = XC(1)
YCl = YC(1)
CALL DESKEW ( 0, XC, YC)
CALL DESKEW (NFM, FMX, FMY)
CALL DESKEW (NHM, HMX, HMY)

g/////////////////////////////////////////////////////////////////////////

OO0,

C

C

(C). READ IN THE O RAY VIRTUAL HEIGHTS AND FREQUENCIES

Terminate each layer at corner 2 if FC 1is not scaled,
or at corner 3 if FC is scaled.

N1 =1
N6 = N1+5
READ (6,908) (FOX(I),HOY(I), I = N1,N6) <K<KL8
N1 = N1+6

IF (FOX(N6).GT.XC1.0R.HOY(N6).GT.YC1) GO TO 100
CALL DESKEW (N6, FOX, HOY)

Count the number of o-ray points
Set zeros at layer terminations.

DO 150 I = 1, N6
F = FOX(I)
H = HOY(I)
IF (F.LT.XC(1).AND.H.LT.YC(1)) GO TO 200
IF (F.LT.XC(2).AND.H.GT.YC(2)) FOX(I) = 0.
IF (F.GT.XC(3).AND.H.GT.YC(3)) HOY(I-1) = 0.
CONTINUE
END of all O-ray data; add another zero.
FOX(I) = 0.0
HOY(I) = 0.0
I1=1+1
FOX(I) = 0.0
HOY(I) = 0.0
NOP = 1
LIST scaled and deskewed O-ray data
PRINT 910, NOP, 'O-RAY' kel
PRINT 912, (FOX(I), HOY(I), I = 1, NOP) FhkFRG

C/IIITIIIIIIT I 200700177 07770771070707077777007777707070007711770177717

OO

(D). READ IN THE X-RAY VIRTUAL HEIGHT DATA.

At least one line is necessary here (off-scale point)

N1l =1
N6 = N1+5
READ (6,908) (FXX(I), HXY(I), I = N1,N6) <KKKK9
N1 = N1+6

IF (FXX(N6).GT.XC1.O0R.HXY(N6).GT.YC1) GO TO 300

""CALL DESKEW (N6, FXX, HXY)

Count the number of X-ray points
Set zeros at layer terminations.

DO 350 I =1, N6
F = FXX(I)
H = HXY(I)
IF (F.LT.XC(1).AND.H.LT.YC(1)) GO TO 380
IF (F.LT.XC(2).AND.H.GT.YC(2)) FXX(I) = 0.
IF (F.GT.XC(3).AND.H.GT.YC(3)) HXY(I-1) = 0.
CONTINUE
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C END of all X-ray data; add another zero.
380 FXX(I)

I) =0.0
HXY(I) = 0.0
NXP =1
C LIST scaled and deskewed X-ray data.
PRINT 910, NXP, 'X-RAY' *AKARG
PRINT 912, (FXX(I), HXY(I), I = 1, NXP) KhKERT
PRINT 910

CIIIIIIIIIIIIITIEIITE07 00700070707 0007700077777717077070777017777177777177

(E). ALL DATA HAS BEEN READ IN AND DESKEWED.
Convert the 0 and X ray positions to frequencies and heights
using 4-point interpoln in marker positions. Preserve zeros.

OOOOOOO

frequencies (log interpolation)
CALL INTERP (~NFM, FMX, FM )
CALL INTERP ( NOP, FOX, FOX)
CALL INTERP ( NXP, FXX, FXX)

C heights
CALL INTERP (-NHM, HMY, HM )
CALL INTERP ( NOP, HOY, HOY)
CALL INTERP ( NXP, HXY, HXY)

C
PRINT 410
410 FORMAT ('0 CONVERTED TO FREQUENCY AND HEIGHT.'/) Fhkkxg
PRINT 912, (FOX(I),HOY(I), I=1,NOP) FhkAxQ
PRINT 912
PRINT 912, (FXX(I),HXY(I), I=1,NXP) Fhkkxg
g/////////////////////////////////////////////////////////////////////////
C (F). ARRANGE THE SCALED POINTS IN THE ORDER REQUIRED BY POLAN.
C Array positions are NM in combined data, NOV in O-data, NXV in X-data.
NM =1
NOV = 1
NXV = 1
Cmmmm e STORE X-ray points, Tless final null
500 FCX = 0.
IF (NXV.GE.NXP) GO TO 550
C.....
DO 520 I = NXV, NXP
FS{NM) = -FXX(I)
HS(NM) = HXY(I)
IF (FXX(I).EQ.0.) GO TO 540
IF (HXY(I).EQ.0.) GO TO 530
520 NM = NM + 1
C.....
C Save X-ray critical frequency
530 FCX = FXX(I)
540 NXY =1+ 2
C
G STORE O-ray points; retain null at FC
Covun
550 DO 560 I = NOV, NOP
FS(NM) = FOX(I)
HS(NM) = HOY(I)
NM = NM + 1
IF (FOX(1).EQ.0.) GO TO 580
560 IF (HOY(1).EQ.0.) &0 TO 570
C.....
C Delete null after scaled FC
570 I =1+1
580 NOV =1 + 1
HS{NM-1) = 0.
IF (FCX-.5*FB.LT.FS(NM-2)) GO TO 590
FS(NM) = FCX
HS(NM) = 0.
NM = NM + 1
590 IF (HOY(NOV).NE.0.0) GO TO 500
Commmm e e
C ---- END DATA ----
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FS(NM) = 0.0
HS(NM) = 0.0
C///117774710110170177170177701707110117777717177771117717177117111171177177
C
C (6). L IST AND ANALYZE
C
PRINT 909, 'FREQ ', (FS(I), I = 1, NM) FhX%10
PRINT 909, ‘HVIRT', (HS(I), I = 1, NM) *Fkx]0
PRINT 910
c
C Write out the data to UNIT7 for plotting purposes
WRITE (7,980) NM, HEADC
WRITE (7,981) (FS({I),HS{I),I = 1,NM)
C.....
DO 940 I =1, NM
FV(1) = FS(I)
940 HT(1) = HS(I)
C.....
N = NDIM
AMODE = 0.0
Commemmmr e o
CALL POLAN (N, FV,HT, FB, DIP, START, AMODE, 0., 0)
C
PRINT 909, 'FREQ ', (FV(I), I =1, N) *xkk]1
PRINT 909, 'HREAL', {(HT(I), I = 1, N) *xAk]1
C
WRITE (7,980) N
WRITE (7,981) (Fv(I), HT(I), I =1, N)
980 FORMAT (14,19A4)
981 FORMAT (6(F6.2,F6.1))
C
C RETURN FOR NEXT IONOGRAM
GO TO 10
END
SUBROUTINE DESKEW (N, X, Y)
c
C To deskew coordinates in an arbitrary quadrilateral frame.
(e i e o S
C(A). -c* INITIALIZE *:-
CAT N = 0:- X{1),Y(1) to X{4),Y(4) give the coordinates of the four
C corners of the quadrilateral, clockwise from the bottom left.
o o
C(B). -:* DESKEW *:-
C AT N greater than 0:- Deskew N coordinates in the arrays X, Y.
C:::::::===:==:==:::::=::::===:=:====:====:=:=========:====:======:=======
DIMENSION X(9), Y(9), Z(4)
DATA X1,X2,X3, Y1,Y2,Y3 / 6 * 0.0 /
NN =N
IF (N.GT.0) GO TO 60
Commmmm e e m e m e e e mm e mm e
C(A). N=20:; calculate the deskew coefficients
X1 = X{1)
Y1 = Y(1)
X2 = (Y(4)-Y1) / (X(4)-X1)
C
Do 201 =2, 4
20 Z(1) = Y(I) - Y1 - X2 *(X(I) - X1)
Y2 = (X(2) - X1) / Z(2)
73 = X(3) - X1 - Y2 * Z(3)
Z4 = X(4) - X1 - Y2 * 7(4)
X3 = (1. - Z2(2)/Z(3)) / I3
Y3 = (23 - 74) /(Z(2) * 13)
C
NN = 4
Cmmmmmmmmm e e mmmmmm———mmmmmm e
C(B). N>O deskew the arrays X{N), Y(N).
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60 DO 80 I =1, NN
B =VY(I)~-Yl-X2* (X(I)- X1)
A= X(I) - X1-Y2*8B
Y(I) =B -X3*A*8B
80 X(I) = A-Y3*A*Y(I)
C.....
RETURN
END

SUBROUTINE INTERP (M, X, Y)

C
C To obtain true values of the variable Y, by interpolating the
C corresponding scaled ordinate X 1in a previously given marker array.
C ****  Uses 4- term polynomial interpolation.
C *%*%  Requires a minimum of 2, but preferably 4, marker points *¥**
C **k*x  Zeros are not altered.
C _________________________________________________________________________
C USE:-
C AT M NEGATIVE, X is an array of N scaled ordinates, corresponding
C to the N reference marker values given in Y(1) to Y(N)
C ______
C AT M POSITIVE, X(1) to X(N) give scaled ordinates,
C Y(1) to Y(N) return the corresponding interpd values.
C::========================:::::::::::::::::::::::::::::::::::::::::======
C The array D(99) stores the marker position (X), its value (Y),
C and corrected differences for each interval.
DIMENSION X(20), Y(20), D(99)
C
DATA D, NM1, NM2, LOG / 99* 0.0, 3* 0 /
C
N = IABS(M)
IF (M.GT.0) GO TO 100
NMI =N - 1
NM2 = N - 2
LOG = 0
IF (Y(NM1).LT.100. .AND. Y(NM1).GT.0.) L0G =1
(zczzoososssoosss S oo r S SS S ST S T R R R R R I RN R SRR E R R RIS IR SIS S S =S
C(A). M NEGATIVE:- Store marker data and interpolation table.
C
JS = N + NM1
KS = JS + NM2
LS = KS + NM2 - 1
D(KS+3) = 0. FOR M =2
D(LS+4) = 0. FOR M =3
C.....
D050 I=1,N
D(I) = X(I)
D(N+I) = Y(I)
IF (LOG.EQ.1) D(N+I) = ALOG(Y(I))
IF (I.LT.2) GO TO 50
Jd=4JdS + 1
D(J) = (D(N+I) - D(NM1+1)) /(D(1) - D(I-1))
IF {I.LT.3) GO TO 50
K=KS+1
D(K) = (D(J) - D{J-1)} / (D(I} - D(I-2))
IF (I.LT.4) GO TO 50
L=1L1S+1
D(L) = (D(K) - D(K-1)) / (D(1) - D(I-3))
50 CONTINUE
C.....
RETURN
C=============================::=======================================:==
C(B). M POSITIVE:- Interpolate X{I) in the stored array D(I)
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o The result is returned in Y(I) [which may equal X(I)]

100 DO 250 J =1, N
AX = X(J)
YY = AX
IF (AX.EQ.0.0) GO TO 250
C find interpolation segment INT
INT = 2
DO 150 I = 2, NM2
150 IF (AX.GT.D(I)) INT =1
C calculate Y(J)
IMT = INT + 2 TOP XVAL
NS = NM1 *4 + INT
YY = D(NS)
NM3= NM1 - 2
C..
DO 200 I=1,3
NS = NS - NM3 - 1
200 YY = YY* (AX - D(IMT-I) ) + D(NS)
C...

IF (LOG.EQ.1) YY = EXP(YY)
250 Y(J) =YY

RETURN
END
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APPENDIX G. STANDARD TEST DATA AND RESULTS
G.1 The mainline program POLRUN

The program POLRUN listed below is designed to read data in 80-column format; 1ist headings and
virtual heights; run POLAN; and 1ist the calculated real heights. A number of special facilities are
also built in, primarily for use in repeated running of test data with different modes of analysis or
different start conditions. Input constants which invoke these facilities are outlined in the program
comments, and the shortened or "fast-look" output is described in section G.2.2.

Lower case lines in the listing relate to the special test facilities built into the program. For
normal use only the lines listed in upper case are required, so a considerably shortened version of
POLRUN can be made to read and run normal data. FORTRAN Tine numbers added during the compilation are
shown at the left of each line. Columns 73 to 80 of some lines are used for comments, and are not
part of the program code.

c¥** p O L RUN *** MAINLINE FOR N(H) ANALYSIS USING 'POLAN'.
o Feb 1985.
c Read (1): field (and station heading);
c Read (2): data, data, data, .
C
c The data for each ionogram terminates with at least two zero values of
c height. Data for the following ionogram then begins on the next line.
c Use 1 blank line to reread a station,field line (1); 2 blanks to exit.
Cm ot o et e e e e e et e e e
[ Extensions Mar 85.
¢ Set the FIRST amode -ve to use a constant value of amode throughout the run.
c
¢ Set a final parameter BMODE to Toop data with modes = amode to bmode.
c
Cmmmmmmmm Initial data line with FH = 9. gives quick-check without data lists;
o then FH =-9. reverts to normal output.
c
Cmmmmmmmm Set START > 200. to use the value START-200 for all following runs.
o e o o e o e e et e e o e e o e 2 7 e 2 e 1 o e
0001 DIMENSION HEAD(25),Fv(120),HT(120), fs(120),hs(120)
0002 BYTE DAT(9)
0003 CALL DATE (DAT)
0004 bmode= 0.
0005 cmode= 0.
0006 modin= 0
0007 stacon= 0.
0008 10 fast = 0.
0009 go to 100
0010 20 fast = 1.
¢ read field and mode
0011 100 READ 120, HEAD, FH,DIP, AMODE, VALLEY, LIST, bmode read (1)
0012 120 FORMAT (25A1, 4F5.0 , 15, F5.0)
0013 amodl= amode
0014 if (fh.eq. 9.) go to 20
0016 if (fh.eq.-9.) go to 10
0018 IF (FH.EQ.0.) STOP
0020 if (modin.eq.0.and.amode.1t.0.) cmode= -amode constant
0022 modin= modin+l
0023 if (cmode.gt.0.) amode= cmode
c
0025 if(fast.gt.1.) print 150
0027 150 format(lh , 60(1h-) )
0028 if (fast.le.l.) PRINT 140, DAT
0030 140 FORMAT (1H1,7X,'P O L AN OF APRIL 1985.',67X,9A2)
0031 if (fast.eq.l.)print*,'<k<<<< FAST LOOK RUN >»O»'
0033 PRINT 160, HEAD, FH,DIP, AMODE, VALLEY, LIST, bmode
0034 160 FORMAT (1HO,25A1,5X, 'FH =',F5.2,5X, 'DIP =',F6.1,5X,
1 'AMODE =',F6.2,5X, 'VALLEY=',F6.2, ' LIST =', I3,f8.1)
c read data
0035 200 if (cmode.eq.0.) amode= amodl
0037 NH = -3
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0038
0039
0040
0042
0044
0046
0047
0048
0049
0051
0052
0053

0054
0056
0057
0058
0059
0060
0061
0062
0063
0064
0066

0067
0068
0069

0070
0072
0073
0074

0075
0077
0079
0080
0081
0082
0083
0084
0085

0087
0089
0090
0091

0092
0093
0094
0095
0096

0097

220
240
300
320

c
380

400
420

500

520

560

c
600

620

READ 220, HEAD,START, (FV(I),HT(I), I=1,5) read(2)-
FORMAT (26A1, F5.3, 5(F5.3,F5.2) )
IF (FV(1).EQ.0.) GO TO 100
if (start.gt.200.) stacon= start-200.
if (stacon .gt. 0.) start= stacon
PRINT 240, HEAD, START
FORMAT (1HO,25A1,4X,'START ='F7.3)
NH = NH+8
IF(FV(NH)+HT(NH).EQ.0.‘or.fv(nh).eq.—l..0R.NH.GT.113) GO TO 380 end
READ 320, (FV(I),HT(I), I=NH+1,NH+8) -read(2)
FORMAT (8(F5.3,F5.2))
G0 T0 300
1ist data.
if (fast.eq.0.) go to 400
fast = fast+l.
T1ist= 0
go to 450
L =1
M = MINO(NH, L+15)
PRINT 520, 'OFREQ', (FV(I
PRINT 520, * VIRT', (HT(I
L = M+l
IF (L.LE.NH.AND.(FV(M-l).NE.O..OR.FV(M).NE.O.)) G0 TO 420
PRINT 520

v -
bt et

save data
do 430 i
fs(i)= f
hs(i)= h

---------------------------------- analysis

if (bmode.ne.0.) print 480, amode

format ('O#### Analysed with mode =', f6.1,/)
N=120
CALL POLAN (N,FV,HT, FH,DIP, START, AMODE, VALLEY, LIST)

output
if (fast.ge.l.) print 150
if (fast.ge.l.) go to 200
L=1
M = MINO(N+2, L+15)
PRINT 520, 'OFREQ', (FV(I),
PRINT 520, ' REAL', (HT(I),
FORMAT (A5, F7.3,7F8.3, 1X,
L = M+
IF (L.LE.N+1 .and.fv(m).ne.-1..and.fv(1).ne.-1.) GO TO 500

if (bmode.ne.0..and.amode.1t.bmode) go to 600
PRINT 560
FORMAT (1H0,132('='))
GO TO 200
loop with mode + 1
do 620 i= 1, 120
fv(i)= fs(i)
ht(i)= hs(i)
amode= amode+l
go to 450

END
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G.2 STANDARD TEST DATA AND FAST-L00K OUTPUT

The data listed below are used as input for the mainline program POLRUN. They define a number
of model ionograms which test most of the different start, peak and valley procedures in POLAN. The
initial 1ine ('FAST LOOK OUTPUT') s normally omitted; when included it produces a shortened
printout summarising the overall results for each layer. Fast-Look output obtained from the standard
test data is listed in section G.3.2 below, and the normal full output is discussed in G.3.

For normal calculations the first data line gives an overall heading or station identification,
followed by the magnetic field constants FH and DIP, the Mode of analysis, and (optional) Valley and
List parameters. Following lines contain the ionogram data as (frequency, height) pairs. The first
data line has a heading (e.g. the date and time for this ionogram) and a value for the parameter
START, followed by 5 data points. Following lines contain 8 (frequency,height) data points each.
The end-of-data for each fonogram is signalled by two (or more) zero virtual heights.

Data for the next ionogram follow immediately if the field, mode, valley and list constants are
unchanged (as for ionograms 1A, 1B, .. 1G below). A blank line in the data set indicates that field
constants are to be changed, and a new Tine giving FH, DIP, MODE, VALLEY and LIST parameters is
read before ionogram data continues. Two blank lines terminate the data file.

The first data set, numbered (00), provides a test of the new single-polynomial modes in POLAN
which use a specified number of real-height coefficients to represent each layer. Thus Mode 80
would use 8 terms for each layer. The value Mode = 85 given in the test data specifies 8 real
height coefficients for the final layer, and 5 for each preceding layer. LIST = 1 (the last
parameter on this Tine) causes the calculated real-height coefficients to be listed for each layer.

The second data set (01) below is a shortened version of the 2-layer model (1G), run with LIST =
2 to show quickly any major errors in the operation of POLAN. Following data sets (1) through (5)
demonstrate and test different aspects of the analysis, mostly with only the normal output 1istings.
The use of these sets is outlined in section G.3.1.

G.2.1 STANDARD TEST DATA FOR POLAN, AS READ BY THE MAINLINE PROGRAM POLRUN

To run this data it must be entered exactly as shown, including blank lines and with numerical
data in the correct columns. Virtual heights are shown without decimal points; the 5 digits include
2 decimal places and are read using an F5.2 format.

Fast look output--> 9.0
(00) SINGLE-POLYNOMIALS. -1.2 20. 85. 0. 1
(4B X VALLEY, much data) -1. 1.0 9165 1.2 9622 1.6 10022 1.8 10205 2.0 10394
2.2 10597 2.4 10823 2.6 11084 2.8 11401 2.9 11593 3.0 11818 3.1 12090 3.2 12420
3.3 12918 3.3513249 3.4 13694 3.4514367 3.5 15712 3535 0.0-425033325-434828397
-444726408-454625351-464524740-474424381-484324184 3.6 27600 3.7 24780 3.8 23682
3.9 23113 4.0 22799 4.1 22635 4.2 22571 4.3 22577 4.4 22637 4.6 22880 4.8 23250
5.0 23723 5.2 24295 5.3 24600 5.4 24968 5.5 25333 5.6 25757 5.7 26150 5.8 26686
5.9 27200 6.0 27797 6.2 29174 6.3 30000 6.4 30957 6.5 32092 6.6 33483 6.7 35282
6.8 37828 6.9 42200 7.0

(01)FIXED FH; TRACE LIST2 -1.0 30. 0. 0. 2

(16) E + F; NO FC'S 0. 1000 9700 130010100 170010700 220011700 260013100
© 290015600 0.0 0.0 320028000 340026500 360026200 390026900 420028500 460032700
490041800

(1) STANDARD TEST LAYERS -1.0 30. 0. 0.

(1A) E LAYER,MODEL START  90. 100010000 120010200 150010500 180011000 210011500
240012200 260013000 280014100 295016500 3.0

{(1B)MODEL ABOVE EXTRAPN. 100. 100010000 120010200 150010500 180011000 210011500
240012200 260013000 280014100 295016500 3.0

(1C) START FN AT 90 KM. 0.4 100010000 120010200 150010500 180011000 210011500
240012200 260013000 280014100 295016500 3.0

(1D) E CUSP , CONTINUOUS 0. 100010000 120010200 150010500 180011000 210011500
240012200 260013000 280014100 295016500 300032000 320028000 340026000 360025000
380025000 410026500 430029000 450032000 470038000 490048000 5000

(1E)E CUSP,DISCONTINUOQUS 0. 100010000 120010200 150010500 180011000 210011500
240012200 260013000 280014100 295016500 3000-320. 320028000 340026000 360025000
380025000 410026500 430029000 450032000 470038000 430048000 5000

(1F) E + F; DIRECT START  -1. 100010000 120010200 150010500 180011000 210011500
240012200 260013000 280014100 295016500 3000 0 320028000 340026000 360025000
380025000 410026500 430029000 450032000 470038000 490048000 5000
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(16) E + F; NO FC'S 0. 100010000 120010200
240012200 260013000 280014100 295016500
380025000 410026500 430029000 450032000 470038000

(2) VALLEYS. -1.0 30. 0. O.

(2A)MONOTONIC (NO VALLY) 0. 100010000 120010200
240012200 260013000 280014100 295016500 3000 -10.
380025000 410026500 430029000 450032000 470038000
(2B) DIRECT VALLEY CALCN 0. 100010000 120010200
240012200 260013000 280014100 295016500 3000 0.
380025000 410026500 430029000 450032000 470038000
(2C)40KM VALLEY;NO FPEAK 0. 100010000 120010200
240012200 260013000 280014100 295016500 3000 -8.

0 320028000

380025000 410026500
" (2D) MAXIMUM VALLEY.
240012200 260013000
380025000 410026500
(2E) DEEP VALLEY

240012200 260013000
380025000 410026500
(2F) SHALLOW VALLEY
240012200 260013000
380025000 410026500

(3)PEAKFIT: HM=300,SH=60

430029000 450032000 470038000

0. 100010000 120010200
280014100 295016500 3000 5.
430029000 450032000 470038000

0. 100010000 120010200
280014100 295016500 3000 -0.5
430029000 450032000 470038000

0. 100010000 120010200
280014100 295016500 3000 -.01
430029000 450032000 470038000

-1.0 30. 0. O

(3A) CHAPMAN, NO FC'S -1. 2.8 18729 3.0 20633
4.2 24478 4.5 25396 4.8 26380 5.0827385 5.3528469
.2 33391 6.4 35296 6.6 37973 6.8 42566 6.9 47209
B) TRUNCATED: WITH FO  -1. 5.3522918 5.6 26893

.4 33940 6.6 36759 6.8 41468 6.9 46161 7.0

WITH FO + FX  -1. 5.3522918 5.6

33940 6.6 36759 6.8 41468 6.9 46161 7.0
WITH FX ONLY -1. 5.3522918 5.6 26893

0

6

95

0.

<3 o
I e 5 P e I

26893

33940 6.6 36759 6.8 41468 6.9 46161 0.
WITH BAD FC -1. 5.3522918 5.
33940 6.6 36759 6.8 41468 6.9 46161 6.

—_— e~ e e

DWNWAHAWHWD

26893

X RAYS NO PHYS EQUNS -1.2 20.

4) -5,
4A)START TEST3A, FIX FB

22

1

g
-221625720 1.0 23512 1.1

.7 24344 1.8 24509 1.9
2.5 25741 2.6 25923 2.7

23556 1.2 23642 1.3023756
24678 2.0 24850 2.1 25025
26106 -1.

(4) X RAYS WITH FIXED FB
(4A)START TEST3A, FIX FB
-221625720 1.0 23512 1.1
1.7 24344 1.8 24509 1.9
2.5 25741 2.6 25923 2.7
4B) X VALLEY, DATA ERR. -1. 1.0 9165 1.2 9622
2.2 10597 2.4 10823 2.6 11084 2.8 11401 2.9 11593
3.3 12918 3.3513249 3.4 13694 3.4514367 3.5 15712
444
3.9
5

-1.2 20. O 0

23556 1.2 23642 1.3023756
24678 2.0 24850 2.1 25025
. 26106 -1.

(48
-444726408-454625351-464524740-474424381-484324184
23113 4.0 22799 4.1 22635 4.2 22571 4.3 22577

:0 23723 5.2 24295 5.4 24968 5.6 25757 5.8 26686
6.4 30957 6.5 32092 6.6 33483 6.7 35282 6.8 37828

2 PARAMETERS, WITH LIST. -1.2 20. 0.0 -1.0 -1
(4C) TEST 4B, X VALLEY. -1. 1.0 9165 1.2 9622
2.2 10597 2.4 10823 2.6 11084 2.8 11401 2.9 11593
3.3 12918 3.3513249 3.4 13694 3.4514367 3.5 15712
-444726408-454625351-464524740-474424381-484324184
3.9 23113 4.0 22799 4.1 22635 4.2 22571 4.3 22577
5.0 23723 5.2 24295 5.4 24968 5.6 25757 5.8 26686
6.4 30957 6.5 32092 6.6 33483 6.7 35282 6.8 37828

(5)VARYING FB; WITH LIST
(5A) TEST6B NIGHT,DIP 30
-206028351 114028970 122028056 130027455 138027046
170026338 180026268 190026236 200026232 220026281

1.0 30. 0. O 1
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0.-176627128-185326469-

0.-176627128-185326469-

0.-168234309-175732046-

150010500 180011000 210011500
340026000 360025000

490048000

150010500
320028000
490048000
150010560
320028000
490048000
150010500
320028000
-1.
150010500
320028000
490048000
150010500
320028000
490048000
150010500
320028000
490048000

180011000 210011500
340026000 360025000
5000

180011000 210011500
340026000 360025000
5000

180011000 210011500
340026000 360025000

180011000 210011500
340026000 360025000
5000
180011000 210011500
340026000 360025000
5000
180011000 210011500
340026000 360025000
5000

21791
29615

3.3 3.6 22720 3.9 23597
5.6 5.8 30670 6.0 31901
5.8 28532 6.0 30116 6.2 31850

5.8 28532 6.0 30116 6.2 31850

7.518

5.8 28532 6.0 30116 6.2 31850

7.518

5.8 28532 6.0 30116 6.2 31850

194226085-203225868-212325758
1.4 23887 1.5 24031 1.6 24184
2.2 25201 2.3 25380 2.4 25560

194226085-203225868-212325758
1.4 23887 1.5 24031 1.6 24184
2.2 25201 2.3 25380 2.4 25560

1.6 10022 1.8 10205 2.0 10394
3.0 11818 3.1 12090 3.2 10114
3535 0.0-425033325-434828397
3.6 27600 3.7 24780 3.8 23682
4.4 22637 4.6 22880 4.8 23250
6.0 27797 6.2 29174 6.3 30000
6.9 42200 7.0

1.6 10022 1.8 10205 2.0 10394
3.0 11818 3.1 12090 3.2 12437
3535 0.0-425033325-434828397
3.6 27600 3.7 24780 3.8 23682
4.4 22637 4.6 22880 4.8 23250
6.0 27797 6.2 29174 6.3 30000
6.9 42200 7.0

183230575-190729572-198328863
146026763 154026566 162026430
-1.




CANBERRA FIELD(WRONG FH) 1.52 57.3 0. O. 1

(5B) BAD START DATA 0.-255217300-263317300-270617600-275818600 163515000
169915000 177415100 182816200 185617800 188719600 193418900 200818700 206220000
208423100 208925200 209629900

G.2.2 Fast-look output produced by POLRUN

The initial line in the standard data Tisting above sets a value of 9.0 for the gyrofrequency.
This informs the mainline program POLRUN that 1istings should be restricted to the overall constants
for each layer. The result is a compact output, as reproduced below. The main jonospheric
characteristics are shown, and with fixed test data the correctness of the final peak constants verify
the correctness of all steps in the calculation. Apart from the last data set (5), and the
intermediate layers in 4B and 4C, all critical frequencies should be close to 3.0, 5.0 or 7.0 MHz.
Fast-Took output from POLRUN is cancelled at any time by specifying a gyrofrequency FH = -9.0. The
control values of FH can be accepted only when the program is expecting a station/field line (i.e. at
the start of the data or following a blank line), and must always be followed by a normal
station/field Tine.

POLAN OF APRIL 1985. 19-AUG~85
KK« FAST LOOK RUN >
(0) SINGLE-POLYNOMIALS. FH =-1.20 DIP = 20.0 AMODE = 85.00 VALLEY= 0.00 LIST = 1 0.0
(0} X VALLEY, much data. START = -1.000
Peak 3.532 (+/-0.035) MHz, Height 116.8 (+/- 0.6} km. Scale Height 12.3 (+/- 0.8) km. Stab (to peak) = 16.0 km.
2 valley 23.2 km wide, 0.09 MHz deep. devn 1.20 km 8 terms fitting 29 0 + 7 X rays + 4 hx = 148.4
Peak 6.999 (+/-0.017) MHz, Height 250.4 (+/- 0.9) km. Scale Height 59.3 (+/- 1.2) km. Stab (to peak) = 86.8 km.

(1)FIXED FH; TRACE LIST2 FH =~1.00 DIP = 30.0 AMODE = 0.00 VALLEY=

(=]

.00 LIST = 2 0.0
(16) E + F; NO FC'S START = 0.000

Peak 3.046 (+/-0.003) MHz, Height 125.2 (+/- 0.1) km. Scale Height 18.2 (+/- 0.0) km. Stab (to peak) = 23.2 km.
2 valley 27.6 km wide, 0.11 MHz deep. devn 1.23 km 5 terms fitting 50 + 0 X rays + 4 hx = 158.3

Peak 5.062 (+/-0.019) MHz

Height 263.5 (+/-

Scale Height 68.0 (+/- 1.2) km. Slab (to peak) = 100.9 km.

(1) STANDARD TEST LAYERS FH =-1.00 DIP = 30.0 AMODE = 0.00 VALLEY= 0.00 LIST = 0 0.0
(1A} E LAYER,MODEL START START = 90.000

Peak 3.002 (+/-0.007) MHz, Height 123.3 {+/- 0.2) km. Scale Height 14.9 (+/~ 0.2) km. Slab (to peak) = 19.1 km.
(1B)MODEL ABQVE EXTRAPN. START =100.000
Peak 3.001 {+/-0.007) MHz, Height 123.9 (+/- 0.2) km. Scale Height 14.7 (+/- 0.2) km. Slab (to peak) = 18.3 km.
(1C) START FN AT 90 KM. START = 0.400
Peak 3.002 (+/-0.007) MHz, Height 123.5 (+/- 0.2) km. Scale Height 14.9 (+/- 0.2) km. Slab (to peak) = 18.9 km.
(1D) E CUSP , CONTINUQUS START = 0.000
Peak 4.998 (+/-0.037) MHz, Height 262.7 (+/- 4.4) km. Scale Height 79.2 (+/- 5.5) km. Slab {to peak) = 107.0 km.
(1E)E CUSP,DISCONTINUOUS START = 0.000
Peak 4.998 (+/-0.036) MHz, Height 262.6 (+/~ 4.3) km. Scale Height 79.8 (+/- 5.3) km. Slab (to peak) = 106.9 km.

(1F) £ + F; DIRECT START START = -1.000

Peak 3.001 (+/-0.007) MHz, Height 124.5 (+/- 0.2) km. Scale Height 14.5 (+/- 0.2) km. Slab (to peak) = 17.5 km.

2 valley 32.0 km wide, (.12 MHz deep. devn 1.84 km S terms fitting 50+ 0 X rays + 4 hx = 164.5
Peak 4.997 (+/-0.030) MHz, Height 268.5 (+/~ 3.3) km. Scale Height 76.1 (+/- 4.1) km. Stab (to peak) = 103.7 km.
(16) E + F; NO FC'S START = 0.000
Peak 3.007 (+/-0.006) MHz, Height 123.6 {+/- 0.2} km. Scale Height 15.2 (+/- 0.2) km. Slab (to peak) = 19.3 km.

2 valley 31.5 km wide, 0.12 MHz deep. devn 1.80 km 5 terms fitting 50+ 0 X rays + 4 hx = 162.8
Peak 4.986 (+/-0.032) MHz, Height 266.3 (+/- 3.5) km. Scale Height 74.7 (+/- 4.5) km. Slab (to peak) = 103.6 km.
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(2) VALLEYS. FH =-1.00 pDIP = 30.0 AMODE = 0.00 VALLEY= 0.
(2A)MONOTONIC (NO VALLY) START = 0.000
peak 3.002 (+/-0.007) MHz, Height 123.3 {+/- 0.2) km. Scale Height 14.9 (+/- 0.2)
Peak 4.999 {(+/-0.036) MHz, Height 262.1 (+/- 4.3) km Scale Height 80.3 (+/- 5.3)
(28} DIRECT VALLEY CALCN START = 0.000
peak 3.002 (+/-0.007) MHz, Height 123.3 (+/- 0.2) km Scale Height 14.9 (+/- 0.2)
2 valley 31.7 km wide, 0.12 MHz deep. devn 1.88 km 5 terms fitting 5
Peak 4.997 (+/-0.029) MHz, Height 267.8 (+/- 3.2) km Scale Height 76.4 (+/- 4.1)
(2C)}40KM VALLEY;NO FPEAK START = 0.000
Peak 3.002 (+/-0.007) MHz, Height 123.3 {+/- 0.2) km. Scale Height 14.9 (+/- 0.2)
2 valley 40.0 km wide, 0.20 MHz deep. devn 0.82 km 5 terms fitting 5
(2D) MAXIMUM VALLEY. START = (.000
Peak 3.002 {+/-0.007) MHz, Height 123.3 {+/- 0.2) km Scale Height 14.9 (+/- 0.2)
2 valley 62.8 km wide, 0.42 MHz deep. devn 6.15 km 5 terms fitting 5
Peak 4.992 (+/-0.038) MHz, Height 274.5 (+/- 3.7) km. Scale Height 70.8 (+/- 4.9)
(2E) DEEP VALLEY START = 0.000
Peak 3.002 {+/-0.007) MHz, Height 123.3 (+/- 0.2) km Scale Height 14.9 (+/- 0.2}
2 valley 40.4 km wide, 0.43 MHz deep. devn 5,40 km 5 terms fitting 5
Peak 4.996 (+/-0.029) MHz, Height 271.1 (+/- 3.0} km Scale Height 74.5 (+/- 3.9)
(2F) SHALLOW VALLEY START = 0.000
Peak 3.002 (+/;0.007) MHz , Height 123.3 (+/- 0.2) km Scale Height 14.9 (+/- 0.2)
2 valley 7.7 km wide, 0.01 MHz deep. devn  3.85 km 5 terms fitting 5
Peak 4.999 (+/-0.027) MHz, Height 264.9 (+/- 3.1) km. Scale Height 78.9 (+/- 3.8)
(3)PEAKFIT: HM=300,SH=60 FH =-1.00 pDIP = 30.0 AMODE = 0.00 VALLEY= O.
(3A) CHAPMAN, NO FC'S START = -1.000
Peak 7.003 (+/-0.009) MHz, Height 300.0 (+/- 0.8) km. Scale Height 60.3 (+/- 1.1)
(3B} TRUNCATED: WITH FO START = -1.000
Peak 7.001 (+/-0.008) MHz, Height 299.9 (+/- 0.7) km. Scale Height 60.1 {+/- 1.0)
(3c) WITH FO + FX START = -1.000
Peak 7.001 (+/-0.008) MHz, Height 299.9 {+/- 0.6) km. Scale Height 60.1 (+/- 0.9)
(30} WITH FX ONLY START = ~1.000
Peak 7.001 (+/-0.008) MHz, Height 299.9 (+/- 0.7) km. Scale Height 60.1 (+/~ 1.0)
(3E) WITH BAD FC START = -1,000
Peak 6.968 (+/-0.031) MHz, Height 297.4 {(+/- 2.5) km. Scale Height 56.3 (+/- 3.8)
(4) X RAYS NO PHYS EQUNS FH =-1.20 DIP = 20.0 AMODE = -5.00 VALLEY= 0
(4A)START TEST3A, FIX FB START = 0.000
1 start offset = -12.2 km, slab 84.7 km. devn 0.00 km 8 terms fitting 6 0
(4) X RAYS WITH FIXED FB FH =-1.20 pIp = 20.0 AMODE = 0.00 VALLEY= 0.
{4A)START TEST3A, FIX FB START = 0.000
1 start offset = -29.7 km, slab 7.3 km. devn 1.00 km 8 terms fitting 6 0
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00 LIST =
km. Slab
km. Slab
km. Slab
0 + 0 X rays
km. Stab
km. Slab
0+ 0 X rays
km. Slab
0+ 0 X rays
km. Slab
km. Slab
0+ 0 X rays
km. Slab
km. Slab
0 + 0 X rays
km. Slab
00 LIST =
km. Stab
km. Slab
km. Slab
km., Slab
km. Slab
.00 LIST =

+ 6 X rays +

00

LIST =

+ 6 X rays +

0 0.0

(to peak)

(to peak)

(to peak)
+ 4

(to peak)

(to peak)
+ 4

(to peak)
+ 4

(to peak)

(to peak)
+ 4

(to peak)

(to peak)
+ 4

(to peak)

(to peak)
(to peak)
(to peak)
(to peak)

(to peak)

g. hx

19.1 ka.
106.5 km.

19.1 km,
hx = 163.1

104.7 km.

19.1 km.
hx = 169.3

19.1 km.
hx = 188.6

98.5 km.

19.1 km.
hx = 170.4

102.8 km.

19.1 km.
hx = 148.5

107.0 km.

76.4 km.

61.2 km.

61.2 km.

61.2 km.

59.1 km.

213.8

214.6




(4B) X VALLEY, DATA ERR. START = -1.000

*****reduce: data error at f, h = 3.100 118.168 3.200 98.716 3.300 127.007

Peak 3.533 (+/~0.005) MHz, Height 116.1 (+/- 0.2) km. Scale Height 12.5 (+/~ 0.4) km. Slab (to peak) = 15.4 km.

3 valley 21.8 km wide, 0.07 MHz deep. devn 0.60 km 8 terms fitting 50 + 5 X rays + 4 hx = 144.3
Peak 7.000 (+/-0.002) MHz, Height 250.6 (+/~ 0.2) km. Scale Height 59.8 (+/- 0.3) km. Slab (to peak) = 86.7 km.

2 PARAMETERS, WITH LIST. FH =-1.20 DIP = 20.0 AMODE = 0.00 VALLEY= ~1.00 LIST = -1 0.0
(4C) TEST 4B, X VALLEY. START = -1.000
Peak 3.533 (+/-0.005) MHz, Height 116.0 (+/- 0.2) km. Scale Height 12.5 (+/- 0.4) km. Slab (to peak) = 15.4 km.

7 valley 18.4 km wide, 0.04 MHz deep. devn 0.16 km 8 terms fitting 50 + 5 X rays + 4 hx = 142.3
Peak 7.000 (+/-0.002) MHz, Height 250.1 (+/- 0.2) km. Scale Height 60.0 (+/~ 0.3) km. Slab (to peak) = 86.9 km.
(5)VARYING FB; WITH LIST FH = 1.00 BIP = 30.0 AMODE = 0.00 VALLEY= 0.00 LIST = 1 0.0
(5A) TEST6B NIGHT,DIP 30 START = 0.000

1 start offset = -78.8 km, slab 0.0 km. devn 0.83 km 8 terms fitting 6 0 + 6 X rays + 3. hx = 227.3

2 start offset = -77.9 km, slab 0.1 km. devn 0.86 km 8 terms fitting 6 0 + 6 X rays + 3. hx = 227.7
CANBERRA FIELD(WRONG FH) FH = 1.52 DIP = 57.3 AMODE = 0.00 VALLEY= 0.00 LIST = 1 0.0
(5B) BAD START DATA START = 0.000

1 start offset = -56.3 km, slab -28.9 km. devn 1.60 km 6 terms fitting 4 0 + 2 X rays + 3. hx = 131.4
X ray weights reduced to 1/4.

3 start offset = -57.2 km, slab -24.8 km. devn 1.58 km 6 terms fitting 4 0 + 2 X rays + 3. hx = 130.6
Peak 2.096 (+/-0.006) MHz, Height 147.0 (+/- 0.4) km. Scale Height 9.4 (+/-11.3) km. Slab (to peak) = 25.9 km.

G.3. STANDARD RESULTS AND DISCUSSION
G.3.1 Discussion of the test output

The full output obtained from the standard test data, as produced by the program POLRUN, is
listed in section G.3.2 below. It is obtained by running the standard test data of section G.2 after
deletion of the initial Tine which sets FH = 9.0. Results then list the initial virtual-height data
and the calculated real-height profile, along with any additional trace information which has been
requested by use of a non-zero value for the parameter LIST.  The output in G.3.2 was obtained on

a PDP11/10 minicomputer without floating point hardware, and required a total running time of 19
minutes.

The first data set (00) uses a reasonably large number of virtual-height points, covering two
layers and with extraordinary ray data provided for the intervening valley calculation. This set is
basically an expanded version of the X-Valley data of (4B), and gives similar results. It is run here
with AMODE = 85, to determine a 5-term real height polynomial for the first layer and an 8-term
polynomial for the final layer. Use of LIST =1 gives the lines "*adjust --- . . " in the output,
showing the basic profile constants at each step. Values gl to g5 are the polynomial coefficients for
the first layer, while the final number (1.74) on the same line is the r.m.s. deviation in km of the
fit to the virtual-height data. Some further constants are listed on the trace 1ines beginning "##

"; no heading is given for these values at LIST = 1, but headings can be seen in the following
block (the Tines beginning "##TRACE: " in the (1G) analysis).

The output for set (00) shows the operation of the new single-polynomial modes in POLAN, and
the least-squares solution obtained with a highly over-determined data set. The calculations for
the final layer, including the valley region, use a real-height polynomial with 8 terms fitted to 29
ordinary-ray data points, 7 extraordinary-ray points, and 4 physical conditions (used to predispose
the valley solution to a physically acceptable form). The total of 40 simultaneous equations fitted
in the least-squares solution is the limit available in the current version of POLAN. This limit can
be increased if required by changing the first dimension of the array B(40,17).
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The 8 polynomial coefficients which describe the final layer, as a function of DF = (f - foE),
are Q0 to Q7. Ql to Q7 are as listed by POLAN, when run with LIST = 1. The listed value for Q8
gives the constant offset or real-height shift at the start frequency (foE) of this profile section,
which is used in calculating the valley width. For the real-height expression this term is ignored,
and the initial constant term Q0 is obtained by adding the lTisted values of HMAX (for the E Tayer)
and VALLEY WIDTH. This gives the real height at the beginning of the F layer, just above the valley
region, and the F-layer profile is

h(f) = Q0 + QI*DF + Q2*DF2 + Q3*DF3 + ... + Q7*DF/.

The order of the expansion (the number of true polynomial terms in Q) is given by the value of MT
listed on the same line, as in the output below.

The second analysis (01) in the standard data set uses a shortened version of the two-layer
data (1G), run with LIST = 2. This produces some trace information in a normal start/ first-layer/
valley/ second-layer calculation using the minimum amount of data necesary for a reasonably complete
check of the ordinary-ray sections in POLAN. Results from the main data groups (1) to (5) then
follow, to test and illustrate different aspects of the operation of POLAN. The virtual heights
in groups (1) and (2) are an arbitrary series used to provides a simple, compact data set for test
purposes. They are constructed to give critical fregquencies of about 3.0 MHz for the E layer and 5.0
for the F layer, so that results can be checked rapidly.

Of the profiles in group 1, (1A), (1B), (1C) and (IF) show the 4 different types of start
treatment available for use with ordinary ray data. (1D) and (1E) show calculations across a cusp in
the virtual-height data, assuming a continuous variation in profile gradient across the cusp (1D}, or
allowing a gradient discontinuity at the cusp frequency (1E). (1G) verifies the accuracy of peak
and valley calculations when the critical frequencies are not scaled.

Results in group {2) show the different types of valley calculation possible with ordinary-ray
data only. In the examples shown these different results are obtained by specifying different values
for the virtual height at the critical frequency of the layer. This virtual height defines a valley
flag HVAL within POLAN. The corresponding frequency is either a scaled value of foE, as shown in
set (2), or is zero if the critical freqguency is not scaled. The same results can be obtained, for a
series of ionograms in which the virtual height at the layer boundary has the normal zero value, by
providing a non-zero value for the input parameter VALLEY. This is read from the station/field card
by POLRUN, and passed to POLAN as an input parameter; when the virtual height is zero at a critical
frequency, POLAN sets HVAL equal to VALLEY. In most ordinary-ray calculations the width of the valley
is determined by applying reasonable physical conditions and 1imits, and the valley depth bears a
fixed relation to the width (as described in section 7.2 of this report).

In (2A) below the E and F Tayers are assumed to be continuous with no intervening valley. This
result gives the lower 1imit to the range of possible heights for the upper layer, and is obtained
by setting HVAL equal to 10.0. (2B) shows the default procedure obtained when HVAL = 0.0. The
solution for the valley width is then a least-squares result incorporating desirable physical criteria
which specify the continuity of gradient at the top of the valley region, approximate relations
between the expected valley width and the height of the underlying peak, and the preference for a
smooth (low-order) real-height profile. The "standard" valley width for a peak height of 123.3 km is
21.6 km. A preference for this width is included in the least squares solution, with about the same
weight as a virtual-height point; the calculated width is appreciably larger since the data then
gives a smoother continuation into the following F Tayer.

(2C) specifies a 40 km wide valley between the two layers, by setting HVAL equal to -8.0 (this
is minus one fifth of the desired width). The condition "Valley Width = 40.0 km" 1is then included
in the Teast-squares solution with a comparatively large weight. The r.m.s deviation Tisted for the
valley calculation is smaller in this run, since the data provide a smoother fit with this wider
valley. (2C) also shows the use of a data frequency of -1.0 to terminate the profile before a layer
peak. In (2D) an upper-limit result is obtained for the height of the upper layer by setting
HVAL = 5.0. This initially requests a valley width of 5 times the standard value (or over 100 km).
Such a large value is not normally compatible with the virtual height data, and gives unacceptable
gradients above the valley region. When this occurs POLAN reduces the valley width progressively
until an acceptable solution is obtained. (2E) and (2F) use small negative values of HVAL to specify
the depth of the valley, in MHz. The values given are modified to some extent to ensure that they do
not approach the value of foE.

The data set (3) consists of accurate virtual heights for a Chapman layer with a critical
frequency of 7.0 MHz, a peak height of 250.0 km and a scale height of 60.0 km. The layer was
truncated below 2.8 MHz in calculating the data for (3A), and below 5.35 MHz for (3B) to (3E), so no
allowance is required for ionisaton below these starting frequencies. Results obtained using the
"direct start" in POLAN therefore give a direct check on the accuracy of the profile calculation
(using a fairly small number of points), and on the peak fit procedure with different types of
critical frequency data.
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Group (4) checks the operation of the start and valley calculations using extraordinary ray
data. The virtual heights are calculated from a profile consisting of two overlapping Chapman
layers, with an overall critical frequency of 7.0 MHz, a peak height of 250.0 km and a scale height
of 60.0 km. The gyrofrequency is independent of height (so a negative value is given for the input
parameter FH). (4A) is a straightforward start calculation, with the layer peak omitted by using
a final frequency of -1. (4B) shows the standard extraordinary-ray valley calculation in which
only a single valley parameter is calculated from the data. Thus the Tisted value for the valley
depth is not an independent result, but is a simple function of the calculated width (as described
in section 9.2). Only the first 5 of the extraordinary-ray data points have been used in the
calculation, since these cover the optimum frequency range of about 0.5 MHz above the critical
frequency of the lower layer. The remainder of the X-ray data are ignored by POLAN since their
inclusion would not increase the accuracy of the calculation. (4B) also shows the detection of a
simple data error, in the virtual height at 3.2 MHz. This error is detected in the "reduction”
phase in POLAN and the point is automatically deleted from the calculations.

Results (4C) are for the same data set as (4A), but are run with the input parameter VALLEY =
-1 to give the two-parameter valley analysis. This run also has LIST = -1 to give a trace of the
start, peak and valley calculations. The two-parameter valley calculation in (4C) tries successive
values of valley depth, calculating the optimum valley width each time, to find the combination
which gives the smallest r.m.s error when fitted to the combined data (O-ray heights, X-ray heights
and three “physical conditions"). Depths of about 0.1 and 0.5 MHz are tried first, and iteration
then continues from whichever of these trial values gave the smaller r.m.s deviation. The minimum
deviation finally found is 0.16 km; significantly less than the value of 0.6 km for the one-parameter
valley fitted to the same data in (4B). With accurate model data, as here, the two-parameter
procedure gives good results. With most practical ionograms, however, the accuracy of the data is not
sufficient for a meaningful determination of two valley parameters and the default single-parameter
analysis should be used in POLAN.

The "*adjust™ Tines in (4C) give a trace line for the first step, and then from just before
the peak. Headings for the trace data are not printed at LIST = -1, but they can be seen in the
following output (5). The second "*adjust" line shows that the profile section below the peak
began at the 14th data point, fitting the virtual heights at frequencies from 3.3 to 3.5 MHz with a
r.m.s. error of 0.01 km. In the second valley calculation the initial curvature of the real-height
polynomial was positive, as shown by the positive value of the coefficient gq(2). A "physical
condition” built into POLAN requires that the curvature be negative just above a valley, so the
subroutine ADJUST added the equation q(2) = -2.0 km/MHzZ into the least-squares solution. This
gave a new result with g(2) equal to -1.5, and the r.m.s. fit error slightly increased (from 4.68 to
4.83 km). Following the valley calculation, four of the real-height steps had high-order coefficients
which were considered oscillatory. This was fixed by adding the constraint q(mg) = 0.0 into the
least-squares solution, where mg 1is the index of the highest-order coefficient. Calculated
coefficients would also be classified as oscillatory in the last calculated real-height polynomial,
but no action was taken at this point since rapid changes in gradient are normal just below a peak.

Data sets (5A) and (5B) use the normal height-varying gyrofrequency. The start calculation
in (5A) gives an unacceptably large value for the initial real-height gradient q(l) at the first
frequency FA, so this is reduced from 671 to 258 km/MHz. The start calculation is iterated once
to adjust for the variation of gyrofrequency with height. On the second calculation the calculated
value for the thickness of the underlying slab of low-density ionisation was negative (-0.02 km), so
the least-squares solution was recalculated with the added condition SLAB = 0.1. This small change
caused a negligible increase in the r.m.s. fitting error.

The  calculation of (5B) is for an ionogram processed with an incorrect value of gyrofrequency.
The program had some difficulty in fitting a physically acceptable profile to the combined ordinary
and extraordinary ray start data. This is shown primarily by the repeated reduction of the starting
height (the reduction of the coefficient gm by the start/valley processing subroutine STAVAL) to
avoid negative real height gradients at higher frequencies. Eventually the program decided that the
two data sets were incompatible. The weight given to the extraordinary-ray data in the analysis was
therefore divided by four and a reasonable solution obtained, although an unphysical variation was
still required at frequencies below the first data point.
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G.3.2 FULL TEST OUTPUT

Following Tines are as obtained from a PDP11/10 computer, using 24-bit floating point accuracy.
With other machines slight variations can be expected in those quantities which are not well defined.
For example in start calculations using extraordinary ray data the heights in the uncbserved region
(at frequencies below fmin) may vary, in a way which changes the calculated heights in the observed

range by less than about 0.1 km

POLAN OF APRIL 1985. 19-AUG-85

(00) SINGLE-POLYNOMIALS. FH =-1.20 pipP = 20.0 AMODE = 85.00 VALLEY= 0.00 LIST = 1 0.0

(48 X VALLEY, much data) START = -1.000

FREQ 1.000 1.200 1.600 1.800 2.000 2.200 2.400 2.600 2.800 2.900 3.000 3.100 3.200 3.300 3.350 3.400
VIRT 91.650 96.220 100.220 102.050 103.940 105.970 108.230 110.840 114.010 115.930 118.180 120.900 124.200 129.180 132.490 136.940
FREQ 3.450 3.500 3.535 -4.250 -4.348 -4.447 -4.546 -4.645 -4,744 -4.843 3.600 3,700 3.800 3.900 4.000 4.100
VIRT143.670 157.120  0.000 333.250 283.970 264.080 253.510 247.400 243.810 241.840 276.000 247.800 236.820 231.130 227.990 226.350
FREQ 4.200 4.300 4.400 4.600 4.800 5.000 5.200 5.300 5.400 5.500 5.600 5.700 5.800 5.900 6.000 6.200
VIRT225.710 225.770 226.370 228.800 232.500 237.230 242.950 246.000 249.680 253.330 257.570 261.500 266.860 272.000 277.970 291.740
FREQ 6.300 6.400 6.500 6.600 6.700 6.800 6.900 7.000 0.000 0.000 0.000 0.000 0.000

VIRT300.000 309.570 320.920 334.830 352.820 378.280 422.000 0.000 0.000 0,000 0.000 0.000 0.00C

*adjuste--~- 1k jm mt ha fa fm ql 2 3 4 5

*adjust --- 1 5 5 91.65 1.00 3.50 13.26  -26.39 31.35  -15.25 2.65 1.74
Peak 3.532 (+/-0.035) MHz, Height 116.8 (+/- 0.6) km. Scale Height 12.3 (+/- 0.8) km. Stab (to peak) = 16.0 km.
## 3.3: 19 19 8 7 123.54 3.53 3.53 19 49 29 O 7 4 85 10 125.96 3.53 7.00 17.21 6.77 1.00 18.39 0.07
*adjust --- 19 8 7 123.54 3.53 6.90 48.10 -73.10 99.94 -76.02 31.93 -6.90 0.60 14.60 1.20

1 valley 21.4 km wide, 0.07 MHz deep. devn 1.20 km 8 terms fitting 29 0 + 7 X rays + 4 hx = 147.3

## 3.3: 19 19 8 7 124.33 3.53 3.50 48 49 29 0 0 7 4 85 10 125.96 3.53 7.00 17.21 7.56 1.00 21.37 0.09
*adjust --- 19 8 7 124.33 3.53 6.90 42.77  -60.98 84.72 -65.61 28.04 -6.15 0.54 15.66 1.20

2 wvalley 23.2 km wide, 0.09 MHz deep. devn 1.20 km 8 terms fitting 28 0 + 7 X rays + 4 hx = 148.4

Peak 6.999 (+/-0.017) MHz, Height 250.4 (+/- 0.9) km. Scale Height 59.3 (+/- 1.2) km. Slab (to peak) = 86.8 km.
FREQ 1.000 1.200 1.600 1.800 2.000 2.200 2.400 2.600 2.800 2.900 3.000 3.100 3.200 3.300 3.350 3.400
REAL 91.650 93.474 95.109 96.044 97.274 98.710 100.191 101.581 102.869 103.532 104.276 105.182 106.355 107.935 108.929 110.092
FREQ 3.450 3.500 3.532 3.511 3.446 3.446 3.532 3.600 3.700 3.800 3.900 4.000 4.100 4.200 4.300 4.400
REAL111.450 112.962 116.771 120.548 124.326 133.722 139.986 142.626 145.794 148.390 150.654 152.745 154.758 156.745 158.729 160.712
FREQ 4,600 4.800 5.000 5.200 5.300 5.400 5.500 5.600 5.700 5.800 5.900 6.000 6.200 6.300 6.400 6.500
REAL164.650 168.505 172.285 176.087 178.044 180.064 182.164 184.359 186.655 189.056 191.562 194.171 199.718 202.700 205.893 209.407
FREQ 6.600 6.700 6.800 6.900 6.999 6.815 6.384 5.842 0.017 527.071
REAL213.409 218.156 224.008 231.336 250.440 280.856 312.872 346.621 0.861 59.312

POLAN OF APRIL 1985. 19-AUG-85

(OT)FIXED FH; TRACE LIST2 FH =-1.00 DIP = 30.0 AMODE = 0.00 VALLEY= 0.00 LIST = 2 0.0

(16) E + F; NO FC'S START = 0.000
FREQ 1.000 1.300 1.700 2.200 2.600 2.900 0.000 3.200 3.400 3.600 3.900 4.200 4.600 4.900 0.000 0.000
VIRT 97.000 101.000 107.000 117.000 131.000 156.000 0.000 280.000 265.000 262.000 269.000 285.000 327.000 418.000 0.000 0.000
#ARGS: N,f1l,hl= 120 1.00 97.00 fb,dip,start= -1.00 30.00 0.00 amode,valley,list= 0.00 0.00 2
#FRQ 1.00 1.30 1.70 2.20 2.60 2.90 0.00 3.20 3.40 3.60 3.90 4.20 4.60 4.90 0.00
#HTS ~ 97.00 101.00 107.00 117.00 131.00 156.00 0.00 280.00 265.00 262.00 269.00 285.00 327.00 418.00 0.00
B e
##TRACE:  kr Tk jm mt ha fa frm krm kv nf nr nl nx ms mode mod hs fc  fee sh  parht hval vwidth vdepth
# 2.2: 1 1 8 7 8271 0.50 0.0 1 29 4 0 0 0 1 5 5 93.43 0.00 0.00 0.00 19.10 1.00 0.00 Q.00
## 3.3: 1 1 4 4 8271 0.50 0,50 1 29 4 0 0 O 1 5 5 93.43 0.00 0.00 0.00 0.00 0.00 0.00 0.00
*adjust---—- 1k jm mt ha fa m ql 2 3 4
*adjust --- 1 4 4 82.71 0.50 1.70 35.28 -71.11 75.48 -26.78 0.94
*adjust --- 3 5 5 90.34 1.00 2.60 9.01 1.08 -1.08 0.48 0.17 .13
*adjust ~--- 4 5 5 93.10 1.30 2.90 9.11 0.72 2.45 -3.90 2.04 .08
Peak 3.046 (+/-0.003) MHz, Height 125.2 (+/- 0.1) km. Scale Height 18.2 (+/- 0.0) km. Slab (to peak) = 23.2 km.
L R T P
##TRACE:  kr 1k jm mt ha fa frm krm kv nf »nr nl nx ms mode mod hs fc  fecc sh parht hval vwidth vdepth
## 2,22 9 4 5 65 93.10 1.30 3.05 9 37 5 O 0 O O 5 5 120.27 3.05 0.00 18.18 9.86 0.00 0.00 0.00
# 3.3 9 9 5 4 137.69 3.05 3.05 9 37 5 0 0 0 4 5 5 136.51 3.05 0.00 25.45 12.48 1.00 22.60 0.09
*adjust --- 9 5 4 137.69 3.05 4.20 39.85 -6.70 -0.20 2.01 13.16 .36

## 4.3: 9 9 5 4 137.69 3.05 3.05 9 37 5 0 0O 0 4 5 5 136.51 3.05 0.00 25.45 12.48 1.00 25.65 0.09
## 3.3: 9 9 5 4 138.83 3.05 3.05 9 37 S5 0 0 O 4 5 5 136.51 3.05 0.00 25.45 13.62 1.00 25.65 0.1l
*adjust --- 9 5 4 138.83 3.05 4.20 35.73 -1.85 -2.31 2.13 14.00 1.23
## 4.3: 9 9 5 4 138.83 3.05 3.05 9 37 5 0 0 0O 4 5 5 136.51 3.05 0.00 25.45 13.62 1.00 27.62 0.11
2 valley 27.6 km wide, 0.11 MHz deep. devn 1.23 km S terms fitting 50 + ¢ X rays + 4 hx = 158.3
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*adjust --- 15 5 5 165.16 3.40 4.60
*adjust --- 16 5 5 171.85 3.60 4.90

Peak 5.062 {+/-0.019) MHz,

FREQ 0.500 0.750  1.000
REAL 82.714 88.165 90,338

FREQ 3.900 4.200 4,600
REAL184.506 195.182 211.613

Height 263.5
.700

946

.062

453

Scale Height 68.0 (+/- 1.2) km.

102.324 108.000 115.342

298.315 335.013 373.696

POLAN OF APRIL
(1) STANDARD TEST LAYERS
(1A) E LAYER,MODEL START
FREQ 1.000 1.200 1.500
VIRT100.000 102.000 105.000
Peak 3.002 (+/-0.007) MHz,

FREQ 0.500 0.750 1.000
REAL 90.000 93.678 95.227

(1B)MODEL ABOVE EXTRAPN.

FREQ 1.000 1.200 1.500
VIRT100.000 102.000 105.000
Peak 3.001 (+/-0.007) MHz,

FREQ 0.500 0.750 1.000
REAL 96.000 96.770 97.531

00c

.100

000

Height 123.3

1.500
96.684 98.702

START =100.000
2.100
110.000 115,000

Height 123.9

1.500
98.552 100.156

Slab (to peak) = 100.9 km.

2.935 3.046 3.200 3.400 3.600
125.206 132.016 138.827 147.225 152.823 158.267 165.162 171.848

122.000 130.000 141.000

Scale Height 14.9 (+/- 0.2) km.

101.119 103.808 106.940

19-AUG-85

LIST = 0 0.0

0.000 0.000
.000  0.000

Slab (to peak) = 18.1 km.

.002  2.923 2.738 2.505 0.007

349 130.985 139.022 147.494 0.170

oo

122.000 130.000 141.000

Scale Height 14.7 (+/- 0.2)

w

102.314 104.822 107.821 110,590 114.146

.000  0.000
.000  0.000

Slab (to peak) = 18.3 km.

L0010 2.922  2.738 2.505 0.007

942 131.468 139.390 147.740 0.163

(1C) START FN AT 90 KM.

FREQ 1.000 1.200 1.500
VIRT100.000 102.000 105.000
Peak 3.002 (+/-0.007) MHz,

FREQ 0.400 0.700 1.000
REAL 90.000 94.011 95.598

0.400
2.100
110.000 115.000

Height 123.5

1.500
97.024 98.967

oo

122.000 130.000 141.000

Scale Height 14.9 (+/- 0.2)

101.333 103.989 107.096 109.924 113.530 118

.000  0.000
.000  0.0C0

Slab {to peak) = 18.9 km.

.002 2,923 2.738 2.505 0.007
.454 131.070 139.086 147.537 0.168

(1D) E CUSP , CONTINUQUS

FREQ 1.000 1.200 1.500
VIRT100.000 102.000 105.000

FREQ 4.500 4.700 4.%00
VIRT320.000 380.000 480.000
Peak 4.998 (+/-0.037) MHz,

FREQ 0.500 0.750 1.000
REAL 90.000 93.678 95.227

FREQ 4.100 4.300 4.500
REAL180.890 189.103 199.137

0.000

2.100
110.000 115.000

0.000
0.000
Height 262.7

1.500
96.684 98.702

4.900
213.625 236.187

122.000 130.000 141.000 165.000 320.000 280

Scale Height 79.2 (+/- 5.5)

109.801 109.582

(1E)E CUSP,DISCONTINUOUS

FREQ 1.000 1.200 1.500
VIRT100,000 102.000 105.000

FREQ 4.500 4.700 4.900
VIRT320.000 380.000 480.000
Peak 4.998 (+/-0.036) MHz,

FREQ 0.500 0.750 1.000
REAL 90.000 93.678 95.227

FREQ 4.100 4.300 4.500

0.000

2.100
110.000 115.000

0.000
0.000
Height 262.6

1.500
98.702

4.900

REAL180.144 188.468 198.602 213.141 235.734

165.000-320.000

Scale Height 79.8 (+/- 5.3)

w

101.119 103.808 106.940 109.801 109.602 121

262.625 303.543 346.614 392.015

.400  3.600 3.800 4.100 4.300

000 250.000 250.000 265.000 290.000

Slab (to peak) = 107.0 km.

.000  3.200 3.400 3.600  3.800

793 152.238 160.712 166.558 171.890

.400  3.600 3.800 4.100 4.300

000 250.000 250.000 265.000 290.000

Slab (to peak) = 106.9 km.

.000  3.200 3.400 3.600 3.80C

010 149.715 159.643 165.587 171.09¢




(1F) E + F; DIRECT START

START = -1.000

FREQ 1.000 1.200 1.500 1.800 2.100 2.400 2.600 2.800 2.950 3.000 3.200 3.400 3.600 3.800 4.100 4.300
{IRT100.000 102.000 105.000 110.000 115.000 122.000 130.000 141.000 165.000 0.000 280.000 260.000 250.000 250.000 265.000 290.000
FREQ 4.500 4.700 4.900 5.000 0.000

/1RT320.000 380.000 48G.000 0.000 0.000

Peak 3.001 (+/-0.007) MHz, Height 124.5 (+/- 0.2) km. Scale Height 14.5 (+/- 0.2) km. Slab (to peak) = 17.5 km.

2 valley 32.0 km wide, 0.12 MHz deep. devn 1.84 km 5 terms fitting 50 + 0 X rays + 4 hx = 164.5

Peak 4.997 (+/-0.030) MHz, Height 268.5 (+/- 3.3) km. Scale Height 76.1 (+/- 4.1) km. Slab (to peak) = 103.7 km.

FREQ 1.000 1.200 1.500 1.800 2.100 2.400 2.600 2.800 2.950 3.001 2.970 2.877 2.877 3.001 3.200 3.400
REAL100.000 100.504 101.691 103.455 105.800 108.672 111.371 114.869 119.637 124.508 130.266 136.025 148.318 156.513 164.539 170.59%
FREQ 3.600 3.800 4.100 4.300 4.500 4.700 4.500 4.997 4.865 4.557 4.170 0.030 320.872

REAL175.372 181.957 190.431 198.211 207.910 221.480 242.982 268.507 307.536 348.619 391.925 3.269 76.109

{16) £ + F; NO FC'S START = 0.000

FREQ 1.000 1.200 1.500 1.800 2.100 2.400 2.600 2.800 2.950 0.000 3.200 3.400 3.600 3.800 4.100 4.300
VIRT100.000 102.000 105.000 110.000 115.000 122.000 130.000 141.000 165.000 0.000 280.000 260.000 250.000 250.000 265.000 290.000
FREQ 4.500 4.700 4.900 0.000 0.000

/IRT320.000 380.000 480.000 0.000 0.000
Peak 3.007 (+/-0.006) MHz, Height 123.6 (+/- 0.2) km. Scale Height 15.2 (+/- 0.2) km. Slab {to peak) = 19.3 km.

2 valley 31.5 km wide, 0.12 MHz deep. devn 1.80 km 5 terms fitting 50+ 0 X rays + 4 hx = 162.8
Peak 4.986 (+/-0.032) MHz, Height 266.3 (+/- 3.5) km. Scale Height 74.7 (+/- 4.5) km. Slab (to peak) = 103.6 km.
FREQ 0.500 0,750 1.000 1.200 1.500 1.800 2.100 2.400 2.600 2.800 2.950 3.007 2.977 2.886 2.886 3.007
REAL 90.000 93.678 95.227 96.684 98.702 101.119 103.808 106.940 109.780 113.397 118.239 123.588 129.550 135.512 147.249 155.073
FREQ 3.200 3.400 3.600 3.800 4.100 4.300 4.500 4.700 4.900 4.986 4.855 4.548 4.162 (0.032 319.549
REAL162.782 168.905 173.802 180.573 189.203 197.059 206.827 220.439 242.001 266.267 304.572 344.895 387.398 3.483 74.699
POLAN OQOF APRIL 1985. 19-AUG-85

(2) VALLEYS. FH =-1.00 DIP = 30.0 AMODE = 0.00 VALLEY= 0.00 LIST = 0 0.0

(2A)MONOTONIC (NO VALLY) START = 0.000
FREQ 1.000 1.200 1.500 1.800 2.100 2.400 2.600 2.800 2.950 3,000 3.200 3.400 3.600 3.800 4.100 4.300
VIRT100.000 102.000 105.000 110.000 115.000 122.000 130.000 141.000 165.000 10.000 280.000 260.000 250.000 250.000 265.000 290.000
FREQ 4.500 4.700 4.300 5.000 0.000
VIRT320.000 380.000 480.000 0.000 0.000
Peak 3.002 (+/-0.007) MHz, Height 123.3 {+/- 0.2) km. Scale Height 14.9 (+/- 0.2) km. Slab (to peak} = 19.1 km.
Peak 4,999 (+/-0.036) MHz, Height 262.1 (+/- 4.3) km. Scale Height 80.3 (+/- 5.3) km. Slab (to peak) = 106.5 km.
FREQ 0.500 0.750 1.000 1.200 1.500 1.800 2.100 2.400 2.600 2.800 2.950 3.002 3.200 3.400 3.600 3.800
REAL 90.000 93.678 95.227 96.684 98.702 101.119 103.808 106.940 109,780 113.397 118.245 123.349 146.626 157.741 163.947 169.724
FREQ 4.100 4.300 4.500 4.700 4.900 4.999 4.867 4.559 4,172 0.036 329.915
REAL179.023 187.443 197.655 212.264 234.917 262.115 303.288 346.629 392.315 4.305 80.291

(2B) DIRECT VALLEY CALCN START = 0.000
FREQ 1.000 1.200 1.500 1.800 2.100 2.400 2.600 2.800 2.950 3.000 3.200 3.400 3.600 3.800 4.100 4.300
VIRT100.000 102.000 105.000 110.000 115.000 122.000 130.000 141.000 165.000 0.000 280.000 260.000 250.000 250.000 265.000 290.000
FREQ 4.500 4.700 4.900 5.000 0.000
VIRT320.000 380.000 480.000 0.000 0.000
Peak 3.002 (+/-0.007) MHz, Height 123.3 (+/- 0.2) km. Scate Height 14.9 (+/- 0.2) km. Stab (to peak) = 19.1 km.

2 valley 31.7 km wide, 0.12 MHz deep. devn 1.88 km 5 terms fitting 50 + 0 X rays + 4 hx = 163.1
Peak 4.997 (+/-0.029) MHz, Height 267.8 (+/- 3.2) km. Scale Height 76.4 (+/- 4.1) km. Slab {to peak) = 104.7 km.
FREQ 0.500 0.750 1.000 1.200 1.500 1.800 2.100 2.400 2.600 2.800 2.950 3.002 2.%72 2.880 2.880 3.002
REAL 90.000 93.678 95.227 96.684 98.702 101.119 103.808 106.940 109.780 113.397 118.245 123.349 129.217 135.084 147.082 155.081
FREQ 3.200 3.400 3.600 3.800 4.100 4.300 4.500 4.700 4.900 4.997 4.865 4.558 4.170 0.029 324.047
REAL163.112 169.244 174.105 180.807 189.391 197.227 206.978 220.583 242.115 267.831 307.013 348.257 391.733 3.230 76.407
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(2C}40KM VALLEY;NQ FPEAK

FREQ 1.000 1.200

1.500

VIRT100.000 102.000 105.000

FREQ 4.500 4.700
VIRT320.000 380.000

-1.000
0.000

Peak 3.002 (+/-0.007) MHz,

2 valley 40.0 km wide,

FREQ 0.500 0.750
REAL 90.000 93.678

FREQ 3.200  3.400
REAL169.323 174.115

.000
.227

.600

206

START = 0.000
1.800 2.100
110.000 115.000
0.000 0.000
0.000 0.000

Height 123.3
0.20 MHz deep.

1,200

1,500

96.684 98.702

3.800

4.100

184.465 192.577

122.000 130.000

101.119 103.808

200.146 209.713

2.800 2.950  3.000 3.
141.000 165.000 -8.000 280.

Scale Height 14.9 (+/~ 0.2)
km 5 terms fitting 5

2.400 2.600 2.800 2.
106.940 109.780 113.397 118.

4.700

w

-1.000 0.000 4.
223.022 0.0600 0.000 307.

.400 3.600
000 250.000 250.000 265.000

Siab (to peak) =
rays + 4

.002  2.953
349 130.817 138.286 153.338

(2D} MAXIMUM VALLEY.

FREQ 1.000 1.200
VIRT100.000 102.000

FREQ 4.500 4.700

VIRT320.000 380.000 480.

.500

000

900
000

Peak 3.002 (+/-0.007) MHz,

2 valley 62.8 km wide,

Peak 4.992 (+/-0.038) MHz,

FREQ 0.500 0.750

FREQ 3.200  3.400

.000
REAL 90.000 93.678 95.

227

.600
REAL188.590 190.148 191.

697

START = 0.000
1.800 2.100
110.000 115.000
5.000 0.000
0.000  0.000

Height 123.3
0.42 MHz deep.

Height 274.5

1.200

1.500

96.684 98.702

3.800

4,100

196.326 202.862

122.000 130.000

101.119 103.808

209.646 218.522

2.800 2.950 3.000 3.
141.000 165.000 5.000 280.

Scale Height 14.9 {+/- 0.2)
km 5 terms fitting 5

Scale Height 70.8 (+/- 4.9)

2.400 2.600 2.800 2.
106.940 109.780 113.397 118.

4.700 4.900 4.992 4.
231.371 252,247 274.507 310.

w

S

.400  3.600
000 250.000 250.000 265.000

Slab (to peak) =
rays + 4

Slab (to peak)

.002 2,901
349 134.040 144,730

(2E) DEEP VALLEY

FREQ 1.000 1.200
VIRT100.000 102.000 105.

FREQ 4.500 4.700

.500

000

.900
VIRT320.000 380.000 480.

000

Peak 3.002 (+/-0.007) MHz,

2 valley 40.4 km wide,

Peak 4.996 (+/-0.029) MHz,

FREQ 0.500 0.750
REAL 90.000 93.678

FREQ 3.200  3.400
REAL170.410 175.708

.000
.227

.600

028

START = 0.000
1.800 2.100
110.000 115.000
5.000 0.000
0.000 0.000

Height 123.3
0.43 MHz deep.

Height 271.1

1.200

3.800

.500
96.684 98.

702

100
186.663 194.

820

122.000 130.000

2.800 2.950  3.000 3.
141.000 165.000 -0.500 280.

Scale Height 14.9 (+/- 0.2)
km 5 terms fitting 5

Scale Height 74.5 (+/- 3.9)

2.400 2.600 2.800 2.
106.940 109.780 113.397 118.

4.700 4.900 4.996 4.
225.084 246.195 271.053 309.

>

.554 4,167
.985 389,245
.400  3.600

000 250.000 250.000

Slab (to peak)
rays + 4

Stab (to peak)

.002  2.901
349 134.084 144.819

.557  4.170

513 391.926

(2F) SHALLOW VALLEY

FREQ 1.000 1.200
VIRT100.000 102.000

FREQ 4.500 4.700

Peak 3.002

500
ooo

4.900
VIRT320.000 380.000 480.

000

(+/-0.007) MHz,
2 valley 7.7 km wide,

Peak 4.999 (+/-0.027) MHz,

FREQ 0.500 0.750
REAL 90.000 93.678

FREQ 3.200 3.400
REAL148.468 159.500

1.000
95.227

3.600
166.219

START =

1.800

110.000 115.

5.000
0.000

.000
. 100

000

.000
.000

Height 123.3
0.01 MHz deep.

Height 264.9

1.200
96.684

3.800
173.830

1.500
98.702

4.100
183.372

101.119 103.808

191.700 201.851

2.800 2.950 3.000 3.
141.000 165.000 -0.010 280.

Scale Height 14.9 (+/- 0.2)
km 5 terms fitting 5

Scale Height 78.9 (+/- 3.8)

2.400 2.600 2.800 2.
106.940 109.780 113.397 118.

4.700 4.900 4,999 4.
215,826 237.690 264.903 305.

-400  3.600
000 250.000 250.000

Slab (to peak)
rays + 4

Siab (to peak)

002 2.999

349 125.047 126.744 129.348

559  4.172

347.969 392.871
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POLAN OF APRIL 1985. 19-AU0UG-85
{3)PEAKFIT: HM=300,S5H=60 FH =-1.00 DIP = 30.0 AMODE = 0.00 VALLEY= 0.00 LIST = 0 0.0
(3A) CHAPMAN, NO FC'S START = -1.000

FREQ 2.800 3.000 3.300 3.600 3.900 4.200 4.500 4.800 5.080 5.350 5.600 5.800 6.000 6.200 6.400 6.600
VIRT187.290 206.330 217.910 227.200 235.970 244.780 253.960 263.800 273.850 284.690 296.150 306.700 319.010 333.910 352.960 379.730

FREQ 6.800 6.900 0.000 0.000 0.000
VIRT425.660 472.090 0.000 0.000 0.000

Peak 7.003 (+/-0.009) MHz, Height 300.0 (+/-0.8) km. Scale Height 60.3 (+/- 1.1) km. Slab (to peak) = 76.4 km.

FREQ 2.800 3.000 3.300 3.600 3.900 4.200 4.500 4.800 5.080 5.350 5.600 5.800 6.000 6.200 6.400 6.600
REAL187.290 190.368 194.957 199.552 204.200 208.948 213.847 218.963 223.999 229.177 234.350 238.836 243.733 249.194 255.474 263.082

FREQ 6.800 6.900 7.003 6.819 6.387 5.845 0.009 464.260
REAL273.208 280.503 300.047 330.960 363.501 397.802 0.756 60.283

(3B) TRUNCATED: WITH FO START = -1.000

FREQ 5.350 5.600 5.800 6.000 6.200 6.400 6.600 6.800 6.900 7.000 0.000 0.000 0.000
VIRT229.180 268.930 285.320 301.160 318.500 339.400 367.590 414.680 461.610 0.000 0.000 0.000 0.000
Peak 7.001 {+/-0.008) MHz, Height 299.9 (+/- 0.7) ka. Scale Height 60.1 (+/- 1.0) km. Slab (to peak) = 61.2 km.

FREQ 5.350 5.6006 5.800 6.000 6.200 6.400 6.600 6.800 6.900 7.001 6.817 6.386 5.843 0.008 372.057
REAL229.180 234.349 238.837 243.734 249.194 255.474 263.082 273.208 280.505 299.922 330.742 363.185 397.383 0.685 60.102

(3C) WITH FO + FX START = -1.000

FREQ 5.350 5.600 5.800 6.000 6.200 6.400 6.600 6.800 6.900 7.000 7.518 0.000 0.000

VIRT229.180 268.930 285.320 301.160 318.500 339.400 367.590 414.680 461.610 0.000 0.000 0.000 0.000

Peak 7.001 (+/-0.008) MHz, Height 299.9 (+/- 0.6) km. Scale Height 60.1 {+/- 0.9) km. Slab (to peak) = 61.2 km.

FREQ 5.350 5.600 5.800 6.000 6.200 6.400 6.600 6.800 6.900 7.001 6.817 6.385 5.843 0.008 371.943
REAL229.180 234.349 238.837 243.734 249.194 255.474 263.082 273.208 280.506 299.904 330.712 363.141 397.324  0.626 60.076

(30) WITH FX ONLY START = -1.000

FREG 5.350 5.600 5.800 6.000 6.200 6.400 6.600 6.800 6.900 0.000 7.518 0.000 0.000
VIRT229.180 268.930 285.320 301.160 318.500 339.400 367.590 414.680 461.610 0.000 0.000 0.000 0.000
Peak 7.001 (+/-0.008) MHz, Height 299.9 (+/- 0.7) km. Scale Height 60.1 (+/- 1.0) km. Slab (to peak) = 61.2 km.

=]

FREQ 5.350 5.600 5.800 6.000 6.200 6.400 6.600 6.800 6.900 7.001 6.817 .386 5,843 0.008 372.116
REAL229.180 234.349 238.837 243.734 249.194 255.474 263.082 273.208 280.505 299.931 330.758 363.208 397.414 0.684 60.115

(3E) WITH BAD FC START = -1.000

FREQ 5.350 5.600 5.800 6.000 6.200 6.400 6.600 6.800 6.900 6.950 0.000 0.000 0.000

VIRT229.180 268.930 285.320 301.160 318.500 339.400 367.590 414.680 461.610 0.000 0.000 0.000 0.000

Peak 6.968 (+/-0.031) MHz, Height 297.4 (+/- 2.5} km. Scale Height 56.3 (+/- 3.8) km. Slab (to peak) = 59.1 km.

FREQ 5.350 5.600 5.800 6.000 6.200 6.400 6.600 6.800 6.900 6.968 6.785 6.356 5.816 0.031 355.909
REAL229.180 234.349 238.837 243.734 249.194 255.474 263.082 273.208 280.541 297.380 326.269 356.679 388.733  2.495 56.335

POLAN OF APRIL 1985. ' 19-AUG-85
(4) X RAYS NO PHYS EQUNS FH =-1.20 DIP = 20.0 AMODE = -5.00 VALLEY= (.00 LIST = 0 0.0
(4A)START TEST3A, FIX FB START = 0.000

FREQ -1.766 ~1.853 -1.942 -2.032 -2.123 -2.216 1.000 1.100 1.200 1.300 1.400 1.500 1.600 1.700 1.800 1.900
VIRT271.280 264.690 260.850 258.680 257.580 257.200 235.120 235.560 236.420 237.560 238.870 240.310 241.840 243.440 245,090 246.780

FREQ 2,000 2.100 2.200 2,200 2.400 2.500 2.600 2.700 ~1.000 0.000 0.000 0.000 0.000
VIRT248.500 250.250 252.010 253.800 255.600 257.410 259.230 261.060 0.000 0.000 0.000 0.000 0.000

1 start offset = -12.2 km, slab 84.7 km. devn 0.00 km 8 terms fitting 6 0 + 6 X rays + 0. hx = 213.8

FREQ 0.300 0.600 0.800 1.000 1.100 1.200 1.300 1.400 1.500 1.600 1.700 1.800 1.900 2.000 2.100 2.200
REAL111.204 195.916 203.734 209.360 211.702 213.835 215.813 217.669 219.431 221.116 222.746 224.324 225.857 227.353 228.820 230.261

FREQ 2.300 2.400 2.500 2.600 2.700 -1.000 0.000 2.700
REAL231.679 233.079 234.462 235.830 237.185 0.000 0.000 261.060
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POLAN OF APRIL 1985. 19-AU0UG-85

(4) X RAYS WITH FIXED FB FH =-1.20 DIP = 20.0 AMODE = 0.00 VALLEY= 0.00 LIST = 0 0.0
(4A)START TEST3A, FIX FB START = 0.000

FREQ -1.766 ~-1.853 -1.942 -2.032 -2.123 -2.216 1.000 1.100 1,200 1.300 1.400 1.500 1.600 1.700 1.800 1.900
VIRT271.280 264.690 260.850 258.680 257.580 257.200 235.120 235.560 236.420 237.560 238.870 240.310 241.840 243.440 245.090 246.780

FREQ 2.000 2.100 2.200 2.300 2.400 2.500 2.600 2.706 ~1.000 0.000 0.000 0.000 0.000
VIRT248.500 250.250 252.010 253.800 255.600 257.410 259.230 261.060 0.000 0.000 0.000 0.000 0.000

1 start offset = -29.7 km, slab 7.3 km. devn 1.00 km 8 terms fitting 6 0 + 6 X rays + 3. hx = 214.6

FREQ 0.300 0.600 0.800 1.000 1.100 1.200 1.300 1.400 1.500 1.600 1.700 1.800 1.900 2.000 2.100 2.200
REAL171.109 178.418 201.891 209.706 212.223 214.528 216.631 218.539 220.321 222.010 223.626 225.186 226.701 228.178 229.624 231.042

FREQ 2.300 2.400 2.500 2.600 2.700 -1.000 0.000 2.700
REAL232.439 233.818 235.180 236.528 237.864 0.000 0.000 261.060

(4B) X VALLEY, DATA ERR. START = -1.000

o

FREQ 1.000 L2000 1.600 1.800 2.000 2.200 2.400 2.600 2,800 2.900 3.000 3,100 3.200 3.300 3.350 3.400
VIRT 91.650 96.220 100.220 102.050 103.940 105.970 108.230 110.840 114.010 115.930 118.180 120.900 101.140 129.180 132.490 136.940

FREQ 3.450  3.500 3.535 -4.250 -4.348 -4.447 -4.546 -4.645 -4.744 -4.843 3.600 3.700 3.800 3.900 4.000 4.100
VIRT143.670 157.120 0.000 333.250 283.970 264.080 253.510 247.400 243.810 241.840 276.000 247.800 236.820 231.130 227.990 226.350

FREQ 4.200 4.300 4.400 4.600 4.800 5.000 5.200 5.400 5.600 5.800 6.000 6.200 6.300 6.400 6.500 6.600
VIRT225.710 225.770 226.370 228.800 232.500 237.230 242.950 249.680 257.570 266.860 277.970 291.740 300.000 309.570 320.920 334.830

FREQ 6.700 6.800 6.900 7.000 0.000
VIRT352.820 378.280 422.000 0.000 0.000

*****reduce: data error at f, h = 3.100 118.168 3.200 98.716  3.300 127.007

Peak 3.533 (+/-0.005) MHz, Height 116.1 (+/~ 0.2) km. Scale Height 12.5 (+/- 0.4) km. Slab (to peak) = 15.4 km.
3 valley 21.8 km wide, 0.07 MHz deep. devn 0.60 km 8 terms fitting 50 + 5 X rays + 4 hx = 144.3
Peak 7.000 (+/-0.002) MHz, Height 250.6 (+/- 0.2) km. Scale Height 59.8 (+/- 0.3) km. Slab (to peak) = 86.7 km.

FREQ 1.000 1.200 1.600 1.800 2.000 2.206 2.400 2.600 2.800 2,900 3,000 3.100 3.300 3.350 3.400 3.450
REAL 91.650 92.912 95.221 96.337 97.465 98.628 99.854 101.179 102.655 103.477 104.379 105.388 107.964 108.811 109.825 111.103

FREQ 3.500 3.533 3.516 3.466 3.466 3.533 3.600 3.700 3.800 3.900 4.000 4.100 4.200 4.300 4.400 4.600
REAL112.912 116.056 119.454 122.853 131.856 137.859 141.026 144.325 147.001 151.608 154.165 156,557 158.707 160.112 161.673 165.224

FREQ 4.800 5.000 5.200 5.400 5.600 5.800 6.000 6.200 6.300 6.400 6.500 6.600 6.700 6.800 6.300 7.000
REAL168.872 172.635 176.507 180.550 184.821 189.388 194.348 199.861 202.897 206.180 209.781 213.807 218.443 224.042 231.355 250.563

FREQ 6.816 6.385 5.843 0.002 526.654
REAL281.250 313.553 347.604 0.195 59.843

POLAN OF APRIL 1985. 19-AUG-85
2 PARAMETERS, WITH LIST. FH =-1.20 DIP = .20.0 AMODE = 0.00 VALLEY= -1.00 LIST = -1 0.0
(4C) TEST 4B, X VALLEY. START = -1.000

FREQ 1.000 1.200 1.600 1.800 2.000 2.200 2.400 2.600 2.800 2.900 3.000 3.100 3.200 3.300 3.350 3.400
VIRT 91.650 96.220 100.220 102.050 103,940 105.970 108.230 110.840 114.010 115.930 118.180 120.900 124.370 129.180 132.490 136.940

FREQ 3.450 3.500 3.535 -4.250 ~-4.348 -4.447 -4.546 -~-4.645 -4.744 -4.843 3.600 3.700 3.800 3.900 4.000 4.100
VIRT143.670 157.120  0.000 333.250 283.970 264.080 253.510 247.400 243.810 241.840 276.000 247.800 236.820 231.130 227.990 226.350

FREQ 4.200 4.300 4.400 4.600 4.800 5.000 5.200 5.400 5.600 5.800 6.000 6.200 6.300 6.400 6.500 6.600
VIRT225.710 225.770 226.370 228.800 232.500 237.230 242.950 249.680 257.570 266.860 277.970 291.740 300.000 309.570 320.920 334.830

FREQ 6.700 6.800 6.900 7.000 0.000
VIRT352.820 378.280 422.000 0.000 .000

0
4 4 91.65 1.00 2.20 6.58 ~-1.53 0.87 -0.11 0.00
5 5 3

*adjust ~-- 1
*adjust --- 14 107.95 3.30 3.50 15.36 30.93 42.58 -801.96 5289.89 0.01
Peak 3.533 (+/-0.005) MHz, Height 116.0 (+/- 0.2) km. Scale Height 12.5 (+/- 0.4) km. Slab (to peak) = 15.4 km.
## 3.3: 19 19 8 7 124.19 3.53 3.53 19 51 5 0 O 5 4 5 5 125.04 3.53 0.00 17.49 8.15 -1.00 18.02 0.10
*adjust --- 19 8 7 124.19 3.53 4.00 44,47  -98.63 208.01 -186.64 33.08 0.01 0.00 16.74 1.26
1 valley 24.9 km wide, 0.10 MHz deep. devn 1.26 km 8 terms fitting 5 0 + 5 X rays + 4 hx = 146.4
## 3.3: 19 19 8 7 134,19 3.53 3.80 29 51 5 O O 5 4 5 5 125.04 3.53 0.00 17.49 18.16 -1.00 24.89 0.51
*adjust --- 19 8 7 134.19 3.53 4.00 22.63 188.03 -1556.22 4050.19 -3457.04 0.11 0.01 20.61 4.68
*adjust q(2) 19 8 7 134.19 3.53 4.00 28.16 -1.50 -373.01 1225.07 -1136.40 0.03 0.00 22.65 4.83
2 valley 40.8 km wide, 0.51 MHz deep. devn 4.83 km 8 terms fitting 5 0 + 5 X rays + 4 hx = 160.6
## 3.3t 19 19 8 7 125.92 3.53 3.8 29 50 5 0 0 5 4 5 5 12504 3.53 0.00 17.49 9.89 -1.00 40.81 0.14
*adjust --- 19 8 7 125.92 3.53 4.00 34.87 -44.05 -31.28 323.86 -366.20 0.02 0.00 18.62 2.11
3 valley 28.5 km wide, 0.14 MHz deep. devn 2.11 km 8 terms fitting 5 0+ 5 X rays + 4 hx = 149.2
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## 3.3: 19 19 8 7 122.73 3.53 3.8 29 51 &5 0 O 5 4 5 5 125.04 3.53 0.00 17.49 6.70 -1.00 28.51 0.07
*adjust --- 19 8 7 122.73 3.53 4.00 57.50 -181.48 552.19 -884.51 560.82 0.00 0.00 14.98 0.64

4 valley 21.7 km wide, 0.07 MHz deep. devn (.64 km 8 terms fitting 65 0 + 5 X rays + 4 hx = 144.2

## 3.3: 19 19 8 7 121.53 3.53 3.80 29 51 5 O O S5 4 5 5 125.04 3.53 0.00 17.49 5.50 -1.00 21.68 0.04
*adjust --- 19 8 7 121.53 3.53 4.00 74.45 -280.53 900.96 -1506.86 991.44 -0.00 -0.00 13.10 0.17

5 valley 18.6 km wide, 0.04 MHz deep. devn 0.17 km 8 terms fitting 5 0 + 5 X rays + 4 hx = 142.4

# 3.3: 19 19 8 7 120.53 3.53 3.80 29 51 5 0 5 4 5 125.04 3.53 0.00 17.49 4.50 -1.00 18.60 0.03
*adjust --- 19 8 7 120.53 3.53 4.00 95.25 -410.79 1356.03 -2298.54 1525.22 -0.00 -0.00 11.24 0.52

6 valley 15.7 km wide, 0.03 MHz deep. devn 0.52 km 8 terms fitting 50 + 5 X rays + 4 hx = 141.0

#% 3.3: 19 19 8 7 121.45 3.53 3.80 29 51 5 O O 5 4 5 5 125,04 3.53 0.00 17.49 5.42 -1.00 15.74 Q.04
*adjust --- 19 8 7 121.45 3.53 4.00 75.82 -287.05 917.63 -1527.44 1000.91 ~0.00 -0.00 12.94 0.16

7 valley 18.4 km wide, 0.04 MHz deep. devn 0.16 km 8 terms fitting 5 0 + 5 X rays + 4 hx = 142.3
*adjust --- 25 5 5 142.28 3.70 4.10 33.30 33.12 267.78 -1970.09 2702.96 5.60

*adjust mg 25 5 5 142.28 3.70 4.10 37.04 48.12 -250.82 262.60 0.00 5.90
*adjust --- 26 5 5 145,25 3.80 4.20 49.23 33.04 -1086.35 3839.31 -4069.23 1.89
*adjust mq 26 5 5 145.25 3.80 4.20 43.62 9.75 -302.23 473.68 -0.00 3.37

*adjust --- 27 5 5 150.03 3.90 4.30 32.90 -91.52 446.99 -960.17 632.09 0.40

*adjust --- 28 5 5 152.70 4.00 4.40 23.67 1.00 184.36 -1305.47 1922.99 0.26

*adjust mg 28 5 5 152.70 4.00 4.40 26.27 11.41 -178.86 272.24 0.00 1.33
*adjust --- 29 5 5 155.19 4,10 4.60 27.44 -24.70 -352.84 1601.50 -1716.00 0.39
*adjust mgq 29 5 5 155.19 4.10 4.60 24.81 -49.74 111.49 -79.64 -0.00 1.80

*adjust --- 30 5 5 157.42 4.20 4.80 15.64 -33.19 286.63 -688.81 516.52 0.35
*adjust --- 31 5 5 158.93 4.30 5.00 16.11 10.49 -25.86 34.76  -17.74 0.27
*adjust --- 32 5 5 160.57 4.40 5.20 17.53 6.38 -17.16 22.62 -10.41 0.12
*adjust --- 33 5 5 164.24 4.60 5.40 18.48 0.93 0.98 -1.97 1.56 0.02
*adjust --- 34 5 5 167.98 4.80 5.60 18.96 1.08 -0.96 3.25 -1.63 0.00
*adjust --- 35 5 5 171.81 5.00 5.80 19.35 1.25 1.58 -0.82 0.58 0.00
*adjust --- 36 5 5 175.74 5.20 6.00 20.01 2.02 1.14 -0.05 0.38 0.00
*adjust --- 37 5 5 179.84 5.40 6.20 20.96 2.77 1.40 -0.30 0.97 Q.00
*adjust --- 38 5 5 184.15 5.60 6.30 22.24 3.60 1.47 1.07 0.60 0.00
*adjust --- 39 5 5 188.75 5.80 6.40 23.86 4.89 3.13 -1.06 3.4 0.00
*adjust --- 40 5 5 193.75 6.00 6.50 26.17 6.83 3.89 0.86 5.33 0.00
*adjust --- 41 5 5 199.29 6.20 6.60 29.43 9.97 6.74 2.03 14.42 0.00
*adjust --- 42 5 5 202.34 6.30 6.70 31.62 12.34 10.61 -3.02 35.98 0.00
*adjust --- 43 5 5 205.63 6.40 6.80 34,36 16.02 17.69 -22.07 101.98 0.00
*adjust --- 44 5 5 209.25 6.50 6.90 37.80 22.43 40.71 -142.42 407.89 0.02
Peak 7.000 {+/-0.002) MHz, Height 250.1 (+/- 0.2) km. Scale Height 60.0 (+/- 0.3) km. Slab (to peak) = 86.9 km.
FREQ 1.000 1.200 1.600 1.800 2.000 2.200 2.400 2.600 2.800 2.900 3.000 3.100 3.200 3.300 3.350 3.400
REAL 91.650 92.912 95.221 96.337 97.465 98.628 99.854 101.179 102.655 103.477 104.379 .105.388 106.551 107.954 108.803 109.815
FREQ 3.450 3.500 3.533 3.522 3.490 3.490 3.533 3.600 3.700  3.800 3.900 4.000 4.100 4.200 4.300 4.400
REAL111.094 112.903 116.031 118.741 121.450 129.215 134.392 138.453 142.279 145.247 150.026 152.702 155.188 157.417 158.925 160.573
FREQ 4.600 4.800 5.000 5.200 5.400 5.600 5.800 6.000 6.200 6.300 6.400 6.500 6.600 6.700 6.800 6.900
REAL164.244 167.980-171.813 175.744 179.837 184.151 188.755 193.748 199.289 202.339 205.635 209.248 213.285 217.933 223.542 230.865
FREQ 7.000 6.816 6.385 5.843 0.002 528.279
REAL250.135 280.89) 313.266 347.392 0.202 59.976
POLAN OF APRIL 1985. 19-AUG-85

(5)VARYING FB; WITH LIST FH = 1.00 DIP = 30.0 AMODE = 0.00 VALLEY= 0.00 LIST = 1 0.0

(5A) TEST6B NIGHT,DIP 30 START = 0.000
FREQ -1.682 -1.757 ~-1.832 -1.907 -1.983 -2.060 1.140 1.220 1.300 1.380 1.460 1.540 1.620 1.700 1.800 1.900
VIRT343.090 320.460 305.750 295.720 288.630 283.510 289.700 280.560 274.550 270.460 267.630 265.660 264.300 263.380 262.680 262.360
FREQ 2.000 2.200 -1.000 0.000 0.000
VIRT262.320 262.810 0.000 0.000 0.000

##% 3.3: 1 -1 8 7 222.48 0.68 0.68 1 30 6 O O 6 3 5 5 157.72 0.00 0.00 0.00 0.00 0.00 0.00 0.34
*adjust----- 1k jm mt ha fa fm ql 2 3 4 5 6 7
*adjust --- -1 8 7 222.48 0.68 1.54 671.21 -1820.61 2601.79 -1886.29  549.49 -0.48 23.97 -100.46 0.18
*adjust q{l) -1 8 7 222.48 0.68 1.54 258.00 -14.87 -812.62 1120.14 -466.12 3.87 0.03 -78.82 0.83

1 start offset = -78.8 km, slab 0.0 km. devn 0.83 km 8 terms fitting 6 0 + 6 X rays + 3. hx = 227.3

#% 3.3: 1 -1 8 7 222.48 0.68 1.62 13 30 6 0 0 6 3 5 5 157.72 0.00 0.00 0.00 0.00 0.00 0.00 0.34
*adjust----- Tk jm mt ha fa fm ql 2 3 4 5 6 7
*adjust --- -1 8 7 222.48 0.68 1.54 683.33 -1885.72 2735.83 -2010.02 592.42 -0.61 23.28 -99.94 0.18
*adjust q(1) -1 8 7 222.48 0.68 1.54 259.00 -34.06 -759.75 1062.99 -444.18 3.95 -0.02 -77.89 0.86
*adjust slab -1 8 7 222.48 0.68 1.54 259,00 -34.30 -759.12 1062.38 -443.96 3.95 0.10 -77.87 0.86

2 start offset = -77.9 km, slab 0.1 km. devn 0.86 km 8 terms fitting 6 0 + 6 X rays + 3. hx = 227.7
*adjust --- 4 5 5 220.82 1.14 1.46 61.18 -164.51 281.66 54.21 -571.81 0.17
*adjust --- 5 5 5 224.83 1.22 1.54 39.70 -95.52 341.38 -866.98 919.40 0.03
*adjust mq 5 5 5 224.83 1.22 1.54 40.24 -94.78 240.20 -278.59 0.00 0.17

*adjust --- 6 5 5 227.53 1.70 1.62 29.38 -44.32 110.69 -257.90 280.74 0.03

*adjust mq 6 5 5 227.53 1.30 1.62 29.55 -44.05 79.49  -77.75 0.00 0.06
*adjust --- 7 5 5 229.64 1.38 1.70 23.99 -26.80 35,50 -27.31 2.79 0.00

*adjust --- 8 5 5 231.40 1.46 1.80 20.32  -19.20 27.69 -37.59 30.88 0.00

*adjust --- 9 5 5 232.92 1.54 1.90 17.72  -13.93 16.66 -13.94 5.66 0.00

*adjust --- 10 5 5 234.26 1.62 2.00 15.78 -10.43 12.29  -10.10 3.04 0.00

*adjust --- 11 5 5 235.46 1.70 2.20 14.33 -7.85 9.56 -10.97 6.62 0.00

FREQ 0.342 0.684 0.912 1.140 1.220 1.300 1.380 1.460 1.540 1.620 1.700 1.800 1.900 2.000 2.200 -1.000
REAL144.514 144.614 195.484 220.823 224.825 227.529 229.639 231.404 232.919 234.255 235.457 236.820 238.070 239.235 241.377  0.000
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2.096

0.49

0.49

2.096

POLAN OF APRIL 1985, 19-AUG-85

CANBERRA FIELD(WRONG FH) FH = 1.52 DIP = 57.3 AMODE = 0.00 VALLEY= 0.00 LIST = 1 0.0

(5B) BAD START DATA START = 0,000

FREQ -2.552 -2.633 ~2.706 -2.758 1.635 1.699 1.774 1.828 1.856 1.887 1.934 2.008 2.062 2.084 2.089
JIRT173.000 173.000 176.000 186.000 150.000 150.000 151.000 162.000 178.000 196.000 189.000 187.000 200.000 231.000 252.000 299.000
FREQ 0.000 0.000 0.000 0.000 0.000

VIRT 0.000 0.000 0.000 0.000 0.000

4 3,3: 1 -1 6 5 140,00 0.98 0.98 1 32 4 0 0O 2 3 5 5 125.00 0.00 0.00 0.00 0.00 0.00 0.00
*adjuste---- 1k jm mt ha fa fm ql 2 3 4 5

*adjust --- -1 6 5 140.00 0.98 1.83 221.40 -370.44 188.70 4,95 31.11 -26.45 0.86

*adjust q{1) -1 6 5 140.00 0.98 1.83 185.00 -293.15 127.86 20.61 37.63 -24.99 0.90

1 staval: gm reduced from -25.0 to -37.5, to avoid -ve slope at f,h = 1.78 149.32 (devn increases 0.90 to 1.04).

1 staval: gm reduced from -37.5 to -56.3, to avoid -ve slope at f,h = 1.63 142.46 (devn increases 1.04 to 1.60).

1 start offset = -56.3 km, slab -28.9 km. devn 1,60 km 6 terms fitting 4 0 + 2 X rays + 3. hx = 131.4

4 3.3: 1 -1 6 5 140.00 0.98 1.77 7 32 4 ¢ 0 2 3 5 5 12500 0.00 0.00 0.00 ©0.00 0.00 0.00
*adjust--~-~ 1k jm mt ha fa m ql 2 3 4 5

*adjust --- -1 6 5 140.00 0.98 1.83 214.87 -356.89 179.92 6.31 31.80  -27.12 0.88
*adjust q(1) -1 6 5 140.00 0.98 1.83 183.00 -289.02 126.09 20.36 37.62  -25.77 0.91

% ray weights reduced to 1/4.

## 3.3: 1 -1 6 5 140.00 0.98 1.77 7 32 4 0 0 2 3 5 5 125,00 0.00 0.00 0.00 0.00 0.00 0.00
*adjust---~- 1k jm mt ha fa m ql 2 3 4 5
*adjust --~ -1 6 5 140.00 0.98 1.83 224.38 -376.30 192.58 4,27 32.71  -26.54 0.86

*adjust q(1) -1 6 5 140.00 0.98 1.83 186.00 -295.22 129.92 15.87 38.29 -25.40 0.90

3 staval: gm reduced from -25.4 to -38.1, to avoid -ve slope at f,h = 1.78 149.13 (devn increases 0.90 to 1.04).

3 staval: qm reduced from -38.1 to -57.2, to avoid -ve slope at f,h = 1.63 142,01 (devn increases 1.04 to 1.58).

3 start offset = -57.2 km, slab -24.8 km. devn 1.58 km 6 terms fitting 4 0 + 2 X rays + 3. hx = 130.6
*adjust --- 4 5 5 130.05 1.63 1.86 5.41 100.54 -578.13 -312.53 9182.29 0.19
*adjust mq 4 5 5 130.05 1.63 1.86 16.14 -91.84 196.99 1161.92 0.00 1.23
*adjust --- 5 5 5 130.64 1.70 1.89 18.31 -60.28 -1652.52 22427.66-55031.02 0.60
*adjust mg 5 5 5 130.64 1.70 1.89 8.78 -18.48 433.59 1175.09 -0.00 1.31
*adjust --- 6 5 5 131.48 1.77 1.93 13.48 49,51 1698.23 11198, 33***xkkkik 0.33
*adjust mq 6 S5 & 131.48 1.77 1.93 1.73 198.83 3267.20-18075.41 -0.00 1.15
*adjust --- 7 57 5 132.72 1.83 2.0l 30.63 547.52 2228.52-80385.20289600.78 0.29
*adjust wmwmg 7 5 5 132.72 1.83 2.01 48.64  467.27 -5647.71 16041.62 0.00 3.31
*adjust --- 8 5 5 133,95 1.86 2.06 67.92  319.19-11162.69 75243, 77*¥*kkkiik 0.74
*adjust mg 8 5 5 133.95 1.86 2.06 82.57 -500.84 1808.54 -1521.55 -0.00 2.08
*adjust --- 9 5 5 136.25 1.89 2.08 51.17 -449.82 6925.57-50407.77130897.91 0.10
*adjust mg 9 5 5 136.25 1.89 2.08 29.71 462.12 -5446.93 17481.21 0.00 3.34
*adjust ~--- 10 5 5 138.14 1.93 2.09 27.27 37.51 3825.57-64558.02281487.09 2.55
*adjust mg 10 5 5 138,14 1.93 2.09 50.56 34,80 -5240.16 31660.72 0.00 3.19
*adjust --- 11 5 5 140.71 2.01 2.10 -31.64 2428.56-11689. 19%**¥srkktkikikiiik 0.10
*adjust q{(1) 11 5 5 140.71 2.01 2.10 2.00 1614.82-12298. 23 **¥xkikkkdidokkiohik 0.60

Peak 2.096 (+/-0.006) MHz, Height 147.0 (+/- 0.4) km. Scale Height 9.4 (+/-11.3) km. Slab (to peak) = 25.9 km.
FREQ 0.491 0.981 1.308 1.635 1.699 1.774 1.828 1.856 1.887 1.934 2.008 2.062 2.084 2.089 . 2.096
REAL107.611 82.805 121.347 130.053 130.637 131.485 132.718 133.948 136.248 138.143 140.707 142.695 144,632 145.498 147.227 147.045
FREQ 2.041 1.912 1.749 0.006 14.097

REAL151.844 156.897 162.223 0.409 9.360
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APPENDIX H.  THE SIMPLIFIED PROGRAM SPOLAN
H.1 CONSTRUCTION

SPOLAN provides a much shorter and simpler version of POLAN, for use when full extraordinary ray
starting and valley corrections are not required and parabolic layer peaks are acceptable. SPOLAN
accepts the same input parameters and gives the same types of analysis. The simplified version of
POLRUN 1isted in section H.3 can be used with either program. Values of AMODE in the range 11 to 20
should not be used with SPOLAN, which does not have an optional 12-point integration. Larger values
of AMODE can be used, as in POLAN. Thus AMODE = 85 will use an 8-term real-height expression for the
final Tayer, and 5 terms for lower layers. SPOLAN achieves this by setting the parameters for the
first and second layers into the 11th and 12th elements of the mode-defining arrays IT, IV and IR.

Apart from the absence of extraordinary ray calculations, some other simplifications in SPOLAN
cause slight differences in the calculated real heights. 5-point gaussian integration is used
throughout, so that SPOLAN is faster than POLAN but will be Jess accurate at high latitudes. At
Tow and medium latitudes the difference is normally negligible with single-layer ionograms. When a
second layer is present there will be larger changes in the calculated real heights of the upper
layer. These are caused by the slightly different form assumed for the peak of the first layer, and
differences in the size and shape of the assumed valley between layers. Since the true valley is not
known, however, these differences have 1ittle physical significance.

Start procedures.

As in POLAN, a positive value (greater than 44 km) for the parameter START is used to input a
model starting height for use at the fixed starting frequency of 0.5 MHz. If START is zero, the first
few virtual heights are used to obtain an extrapolated starting height (as described in section 6.2,
page 24). Setting START = -1.0 gives a direct start from the first data point FV{1), HT(1) with no
allowance for underlying fonisation.

An additional start procedure has been introduced in SPOLAN to give a simple but worthwhile
allowance for low-density jonisation below the night-time F layer. This procedure is invoked when the
parameter START is negative (and Tess than -44.0). It uses a single extraordinary-ray virtual height
to calculate a suitable starting height as described in section 8.6.2 (page 50). For each recording
site a table is prepared giving the extraordinary-ray frequency fy to be used, as a function of the
minimum observed ordinary-ray frequency fmin. The virtual height h'y of the extraordinary ray at the
frequency f, is measured for each ionogram (with some cautious extrapolation if the trace does not
extend down to fy). Setting the parameter START equal to -h'y then causes SPOLAN to calculate a
model starting height using equations 28 and 29 on page 51, for a starting frequency fg of 0.5 MHz.
The calculated profile is the same as if the equations in section 8.6.2 were applied manually to the
measured value of h'y, and the starting height obtained entered as the (positive) value of START.

The Peak and Valley calculations in SPEAK.

POLAN uses a rather complex procedure for least-squares fitting of a true Chapman-layer peak to
all available data. In SPOLAN the critical frequency of a layer should preferably be scaled from the
ionogram. The analysis then includes a parabolic peak expression in the real-height function fitted
to the virtual-height data. If the critical frequency is not scaled it is determined by fitting a
parabolic expression to the last 3 points on the calculated profile. In both cases results are
modified to avoid most of the systematic error which occurs from use of the parabolic approximation
{(particularly in the calculated values of scale height, as discussed in Titheridge, 1985a). This
correction is achieved by changing the constants 0.25 (in the critical frequency calculation) and 0.5
(in the scale height) to 0.263 and 0.55 respectively.

A simple model valley is added between layers. This corresponds approximately to the standard
model used by POLAN, with a valley width equal to HMAX/2 - 40 km where HMAX is the height of the
underlying peak. The depth of the valley also corresponds approximately to the “standard" value,
increasing from 0.05 MHz at a width of 10 km to 0.3 MHz at a width of 60 km. The valley does not
include the initial parabolic section used by POLAN, but has a linear variation of electron density
between the points Tisted in the output. The width and depth of the valley can be altered by giving
a non-zero value for the input parameter VALLEY, or for the ‘'virtual height' at the critical
frequency of a layer. These changes are the same as those used in POLAN. Thus a value of VALLEY
between 0.0 and 5.0 multiplies the width of the model valley by this factor; a negative value
VALLEY = -D produces a valley width equal to -5D km; and any decimal part of VALLEY is used to
specify the valley depth in MHz.

The subroutine COEFIS calculates the coefficients for the real and virtual height equations,
in the same way as the POLAN subroutine COEFIC. The much shorter form of COEFIS is due to the use of
5-point gaussian integrals at all times, the use of equal weighting for all equations, and use of a
constant gyrofrequency. The subroutine SSOLVE uses the same accurate procedure as in POLAN but does
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not include the facility for altering a solution. The function SGIND calculates the values of group
refractive index using the same equations as in POLAN, but for the ordinary ray only and assuming a
fixed value of gyrofrequency. Thus for SPOLAN the given value of gyrofrequency FH is always the value
in the ionosphere; this corresponds to the use of -FH in POLAN.

H.2  TEST RESULTS

H.2.1 The test data

The data listed below are a subset of those used by POLAN and given in section G.Z2.
Extraordinary ray tests have been eliminated, except for the data set (4A) which was adapted to
illustrate the single-point start correction. Corresponding results given in H.2.2 are sufficient
to verify the operation of SPOLAN. The full set of test data in G.2 can be run with SPOLAN with
no change apart from the elimination of extraordinary-ray data.

(1) STANDARD TEST LAYERS -1.0 30. 0. O.

(1A) E LAYER,MODEL START  85. 100010000 120010200 150010500 180011000 210011500
240012200 260013000 280014100 295016500 3.0

(1C) START FN AT 90 KM. 0.4 100010000 120010200 150010500 180011000 210011500
240012200 260013000 280014100 295016500 3.0

(1F) E + F; DIRECT START  -1. 100010000 120010200 150010500 180011000 210011500
240012200 260013000 280014100 295016500 3000 0 320028000 340026000 360025000
380025000 410026500 430029000 450032000 470038000 430048000 5000

(16) E + F; NO FC'S 0. 100010000 1200102C0 150010500 180011000 210011500
240012200 260013000 280014100 295016500 0 320028000 340026000 360025000
380025000 410026500 430029000 450032000 470038000 490048000

(2) VALLEYS. -1.0 30. 0. O.

(2A)MONOTONIC (NO VALLY) 0. 100010000 120010200 150010500 180011000 210011500
240012200 260013000 280014100 295016500 3000 10. 320028000 340026000 360025000
380025000 410026500 430029000 450032000 470038000 490048000 5000 .
(2C)Y40KM VALLEY;NO FPEAK 0. 100010000 120010200 150010500 180011000 210011500
240012200 260013000 280014100 295016500 3000 -8. 320028000 340026000 360025000
380025000 410026500 430029000 450032000 470038000 -1.

(2E) DEEP VALLEY 0. 100010000 120010200 150010500 180011000 210011500
240012200 260013000 280014100 295016500 3000 -0.5 320028000 340026000 360025000
380025000 410026500 430029000 450032000 470038000 490048000 5000

(2F) SHALLOW VALLEY 0. 100010000 120010200 150010500 180011000 210011500
240012200 260013000 280014100 295016500 3000 -.01 320028000 340026000 360025000
380025000 410026500 430029000 450032000 470038000 490048000 5000

(3)PEAKFIT: HM=300,SH=60 -1.0 30. 0. O
(3A) CHAPMAN, NO FC'S ~1.

2.8 18729 3.0 20633 3.3 21791 3.6 22720 3.9 23597
4.2 24478 4.5 25396 4.8 26380 5.0827385 5.3528469 5.6 29615 5.8 30670 6.0 31901
6.2 33391 6.4 35296 6.6 37973 6.8 42566 6.9 47209
(3B) TRUNCATED: WITH FO  -1. 5.3522918 5.6 26893 5.8 28532 6.0 30116 6.2 31850
6.4 33940 6.6 36759 6.8 41468 6.9 46161 7.0
(3E) WITH BAD FC -1. 5.3522918 5.6 26893 5.8 28532 6.0 30116 6.2 31850
6.4 33940 6.6 36759 6.8 41468 6.9 46161 6.95
(4) X RAY START. -1.2 20.
(4A)Start Test with h'x: -271. 1.0 23512 1.1 23556 1.2 23642 1.3023756 1.4 23887
1.5 24031 1.6 24184 1.7 24344 1.8 24509 1.9 24678 2.0 24850 2.1 25025 2.2 25201
2.3 25380 2.4 25560 2.5 25741 2.6 25923 2.7 26106 -1.

NOTE:- For a shortened (peaks only) output precede normal data with the line:
For fast-look output: 9.0
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H.2.2

SPOLAN  of

(1) STANDARD TEST LAYERS

(1A) E LAYER,MODEL START

freq 1.000

virt100.000

Peak 3.000
FREQ 0.500
REAL 85.000

{1C) START FN AT 90 KM.

freq 1.000

virt100.000

Peak 3.000
FREQ 0.400
REAL 90.000

(IF) E + F;

1.000
4.500

freq

virt100.000

320.000
Peak 3.000
Peak 5.000

FREQ 1.000
4.100

REAL100.000
185.442

(16) E + F;

1.000
4.500

freq

virtl00.000
320.000

Peak 3.002

Peak 5.000

FREQ 0.500

.600

REAL 90.
173.

000
112

Output produced by SPOLAN

Dec 1984.
fb =-1.00 dip = 30.0
start = 85.0
1.200 1.500 1.800 2.100 2.400 2.600
102.000 105.000 110.000 115.000 122.000 130.000
Mhz. Height 122.7 km. Scale Height 14.
0.800 1.000 1.200 1.500 1.800 2.100
90.016 92.510 94.505 96.991 99.693 102.648
start = 0.4
1.200 1.500 1.800 2.100 2.400 2.600
102.000 105.000 110.000 115.000 122.000 130.000
Mhz. Height 123.5 km. Scale Height 14.
0.760 1.000 1.200 1.500 1.800 2.100
93.783 95.588 96.890 98.855 101.191 103.928
DIRECT START start = -1.0
1.200 1.500 1.800 2.100 2.400 2.600
4.700 4.900 5.000 0.000

102.000 105.000 110.000
380.000 480.000 0.000

Mhz.
Valley width 22.4 km,
Mhz.

1.200
4.300

.500
.500

1.800
4.700

o

100.428
193.077

101.
203.

646 103.450
204 217.348

NO FC'S start

1.200
4,700

.500

1 1,800
4.900

0.000

102.000
380.000

105.
480.

000 110.000
000 0.000

Mhz.
Valley width
Mhz .

21.9 km,

0.800
3.800

1.000
4,100

1.200
4.300

93.315
177.838

95.011
185.999

96.462
193.518

Height 124.7 km.
Height 273.9 km.

Height 123.7 km.

Height 273.3 km.

115.000 122.000 130.000
0.000

Scale Height
Depth 0.11 Mhz.

Scale Height 85.
2.100  2.400 2.600
4.900 5.000
105.840 108.666 111.358
239.826 273.913 85.647
= 0.0
2.100 2.400 2.600
0.000
115.000 122.000 130.000
0.000

Scale Height
Depth 0.11 Mhz.

Scale Height 84.
1.500 1.800 2.100
4.500 4.700 4.900

98.523 100.930 103.705
203.401 217.527 239.675

14,

15.

amode

2.800
141.000

8 km.
2.400
105.913

2.800
141.000

6 km.
2.400
107.011

2.800

141.000

3 km.

6 km.
2.800

114,946

2.800

141.000

1
8 km.

2.400
5.000

106.822
273.349

180

0.0

165.

108.

165.

109.

165.

119,

165.

109.

84

.950

000

.600

817

.950

000

.600

833

.950

000

.950

522

.950

000

.600

555
755

valley= 0.00
3.000 ©
0.000 0
2,800 2

112.595 117
3.000 0
0.000 O
2.800 2

113.535 118.
3.000 3
0.000 280.
3.000 2

124.709 139.
0.000 3
.0.000 280.
2.800 2

113.201 118.

list=
L0000 0
.000 0
.950 3
.296 122.
.000 0
.000 0
.950 3
184 123
L2003
000 260
.888 3
464 147
L2003
000 260.
950 3
128 123

.000
.000

.000

682

.000
.000

.000

.400

.000

000

.064

.400

000

.002

14,

o o

14,

250,

159.

250.

1

.000
.000

814

.000
.000

591

.600

000

.200

746

.600

000

.892

8-SEP-85

3.800 4.100 4.300

250.000 265.000 290.000

3.400 3.600 3.800

167.240 172.382 177.133

3.800 4.100 4.300

250.00C 265.000 290.000

3.002  3.200 3.400

.705 138.128 145.558 160.234 168.125




SPOLAN  of Dec 1984.
{2) VALLEYS. fb =-1.00
(2A)MONOTONIC (NO VALLY) start =
freq 1.000 1.200 1.500 1.800 2
4.500 4.700 4.900 5.000 O
virt100.000 102.000 105.000 110.000 115
320.000 380.000 480.000 0.000 O
Peak 3.000 Mhz. Height 123.4 km.
Peak 5.000 Mhz. Height 270.1 km.
FREQ 0.500 0.800 1.000 1.200 1
4,100 4.300 4.500 4.700 4
REAL 90.000 93.315 95.011 96.462 98.
179.403 187.693 198.069 212.556 235.
(2C)40KM VALLEY;NO FPEAK start =
freq 1.000 1.200 1.500 1.800 2
4.500 4.700 -1.000 0.000 O
virt100.000 102.000 105.000 110.000 115
320.000 380.000 0.000 0.000 O
Peak 3.000 Mhz. Height 123.4 km.
Valley width 40.0 km,
FREQ 0.500 0.800 1.000 1.200 1
3.600 3.800 4.100 4.300 4
REAL 90.000 93.315 95.011 96.462 98.
178.105 181.956 189.566 196.714 206.
(2E) DEEP VALLEY start =
freq 1.000 1.200 1.500 1.800 2
4.500 4.700 4.900 5.000 O
virt100.000 102.000 105.000 110.000 115.
320.000 380.000 480.000 0.000 O
Peak 3.000 Mhz. Height 123.4 km.
Valley width 21.7 km,
Peak 5.000 Mhz. Height 274.4 km.
FREQ 0.500 0.800 1.000 1.200 1
3.600 3.800 4.100 4.300 4
REAL 90.000 93.315 95.011 96.462 98.
173.576 178.282 186.337 193.950 203.
(2F) SHALLOW VALLEY start =
freq 1.000 1.200 1.500 1.800 2
4.500 4.700 4.500 5.000 O
virt100.000 102.000 105.000 110.000 115.
320.000 380.000 480.000 0.000 O
Peak 3.000 Mhz. Height 123.4 km.
Valley width 21.7 km,
Peak 5.000 Mhz. Height 272.4 km.
FREQ 0.500 0.800 1.000 1,200 1
3.600 3.800 4.100 4.300 4
REAL 90.000 93.315 95.011 96.462 98
169.805 174.732 183.357 191.089 201

.500
.900

.100
.000

dip = 30.0

0.0

. 100
.000

2.400 2.600

.000 122.000 130.000
.000

Scale Height

1.800
5.000

2.100

523 100.930 103.705
358 270.065 87.205

0.0
.100  2.400 2.600
.000
.000 122.000 130.000
.000

Scale Height 14.

Depth 0.20 Mhz.

.500  1.800 2.100
.500 4.700
523 100.930 103.705

222 219.971 198.745

0.0

2.400 2.600

000 122.000 130.000
.000

Scale Height
Depth 0.50 Mhz.

Scale Height 85.
.500 1.800 2.100
.500  4.700  4.900

523 100.930 103.705
934 218.016 240.453
0.0
L1000 2.400  2.600
.000
000 122.000 130.000
.000

Scale Height
Depth 0.01 Mhz.

Scale Height 86.

.500
.500

1.800
4.700

2.100
4.900

.523 100.930 103.705
.366 215.613 238.174

14.
Scale Height 87.

14.

14,

amode

2.800

141.000

6 km.
2 km.
2.400

106.822

2.800

141.000

6 km.
2.400

106.822

2.800

141.000

6 km.
4 km.

2.400
5.000

106.822
274.444

2.800

141.000

2.400
5.000

106.822
272.432
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0.0

165.

109.

165.

109.

165.

109.

85.

165.

109
86

.950

.600

.950

000

.600

.950

000

.600

659
405

.950

000

.600

.659
.078

valley= 0.00

.000

w

10.000 280.

~N

.800

.374

.000

.000

.800

.374 118.

w

.000

-0.500

.800

.374 118.

.000

.010 280.

.800

113.374 118.

.200

.950

.033

.200

.000

.950

.200

.000

.950

.200

.950

list=

000 260.

260,

033

260.

033

000

260.

033 123.

0

000

.000

.353

.400

000

.000

.353

.400

000

.000

353

.400

000

.000

353 137.659 145.

250.

147.

250.

250.

250.

1

.600

000

.200

067

.600

000

.800

.753

.600

000

.500

.659

.600

000

.990

8 -

250.

158.

250.

250.

250.

SE

.800

000

.400

212

.800

000

.000

.353

.800

000

.000

.029

.800

000

.000

029 156.

265.

164.

265.

169.

265.

100

.600

. 100

.200

.100

.000

.200

751

. 100

.200

85

4,300

000 290.000

3.800

403 170.314

4.300

000 290.000

3.400

067 173.944

4.300

290.000

3.400

168.719

4.300

000 290.000

3.400

674 164.281




SPOLAN  of Dec 1984. 18-SEP-85

(3)}PEAKFIT: HM=300,SH=60 fb =-1.00 dip = 30.0 amode = 0.0 valley= 0.00 1list= 0

(34) CHAPMAN, NO FC'S start = -1.0

freq 2.800 3.000 3.300 3.600 3.900 4.200 4.500 4.800 5.080 5.350 5.600 5.800 6.000 6.200 6.400 6.600
6.800 6.900 0.000 ©.000 0.000

virtl87.290 206.330 217.910 227.200 235.970 244.780 253.960 263.800 273.850 284.690 296.150 306.700 319.010 333.910 352.960 379.730

425.660 472.090 0.000 0.000 0.000

Peak 7.000 Mhz. Height 300.8 km. Scale Height 59.5 km.

FREQ 2.800 2.000 3.300 3.600 3.3900 4.200 4.500 4.800 5.080 5.350 5.600 5.800 6.000 6.200 6.400 6.600
6.800 6.900 7.000

REAL187.290 190.368 194.957 199.552 204.200 208.948 213.847 218.961 223.996 229.173 234.345 238.829 243.726 249.185 255.459 263.046

273.177 280.736 300.833 59.543

(38B) TRUNCATED: WITH FO start = -1.0

freq 5.350 5.600 5.800 6.000 6.200 6.400 6.600 6.800 6.900 7.000 0.000 0.000 0.000

virt229.180 268.930 285.320 301.160 318.500 339.400 367.590 414.680 461.610 0.000 0.000 0.000 0.000

Peak 7.000 Mhz. Height 300.8 km. Scale Height 59.5 km.

FREQ 5.350 5.600 5.800 6.000 6.200 6.400 6.600 6.800 6.900 7.000

REAL229.180 234.340 238.835 243.729 249.191 255.465 263.060 273.261 280.744 300.772 59.457

(3€) WITH BAD FC start = -1.0

freq 5.350 5.600 5.800 6.000 6.200 6.400 6.600 6.800 6.900 6.950 0.000 0.000 0.000

virt229.180 268.930 285.320 301.160 318.500 339.400 367.590 414.680 461.610 0.0600 0.000 0.000 0.000

Peak 6.950 Mhz. Height 292.8 km. Scale Height 50.5 km.

FREQ 5.350 5.600 5.800 6.000 6.200 6.400 6.600 6.800 6.900 6.950

REALZ29.180 234.340 238.835 243.729 249.191 255.465 263.059 273.277 280.725 292.830 50.550

SPOLAN  of Dec 1984. 18-SEP-85

(4) X RAY START. fb =-1.20 dip = 20.0 amode = 0.0 valley= 0.00 1list= 0

(4A)Start Test with h'x: start =-271.0

freq 1.000 1.100 1.200 1.300 1.400 1.500 1.600 1.700 1.800 1.900 2.000 2.100 2.200 2.300 2.400 2.500
2.600 2.700 -1.000 0.000 0.000

virt235.120 235.560 236.420 237.560 238.870 240.310 241.840 243.440 245.090 246.780 248.500 250.250 252.010 253.800 255.600 257.410

259.230 261.060 0.000 0.000 0.000
OFREQ 0.500 0.800 1.000 1.100 1.200 1.300 1.400 1.500 1.600 1.700 1.800 1.900 2.000 2.100 2.200 2.
300
2.400 2,500 2.600 2.700

REAL167.560 189.238 201.459 205.596 208.622 211.409 213.725 215.941
231.202 232.681 234.132 235.561 231.152

217.886 219.822 221.588 223.339 224.982 226.609 228.166 229.707
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H.3  LISTINGS

In the program listings below, lines essential to normal program logic are printed in upper
case. Lines dealing mainly with exceptions to normal operation, or with the production of additional
trace listings, are in lower case. Trace listings are invoked when the input parameter LIST is
non-zero; corresponding program lines are indicated by >>> in columns 76 to 78.

H.3.1. The mainline program, and the main subroutine SPOLAN

¢ ** SPOLAN.FOR ** - POLRUN with simplified POLAN.
c Oct 1984.
c Read-(1): field, -(2): data, data, ...
o 1 blank to reread station/field data, 2 blanks to end.
c
¢ J.E. Titheridge, Physics Dept, University of Auckland, New Zealand.
C _______________________________________________________________________
0001 dimension head(6), fv(100), ht(100)
0002 byte dat(9)
0003 call date(dat)
0004 1f= 0
0005 20 1f= 1-1f
c read field and mode

0006 100 READ 120, HEAD, FH,DIP, AMODE, VALLEY,LIST
0007 120 format (6a4,1lx, 4f5.0, 15)

0008 if (fh.eq.0.) stop
0010 if (fh.eq.9.) go to 20
0012 print 140, dat, head, fh,dip, amode, valley,list

0013 140 format ('1SPOLAN of dec 1984.',84x,9a2 /1h0,6a4,6x,'fb =',F5.2,
1 5x'dip =',f5.1,5x, 'amode =',f5.1,5x, 'valley=",f5.2,' list=",13)

C read data
0014 200 READ 220, HEAD, START, (FV(I),HT(I), I = 1,5)
0015 220 format (6a4,f6.3,5(f5.3,f5.2))

0016 if (fv(1).eq.0.) go to 100
0018 print 240, head, start
0019 240 format (/1h0,6a4,6x,'start =',f6.1)
0020 N=-3
0021 300 N = N+8
0022 IF (HT(N).EQ.0. .OR. N.GT.87) GO TO 400
0024 READ 320, (FV(I),HT(I), I = N+1,N+8)
0025 320 format (8(f5.3,f5.2))
0026 GO TO 300
c list data.
0027 400 if (1f.eq.0) go to 500
0029 print 620, 'freq', (fv(i),i = 1,n)
0030 print 620, 'virt', (ht(i),i = 1,n)
0031 print 620
C analysis
0032 500 N =.99
0033 CALL SPOLAN (N,FV,HT, FH,DIP, START,AMODE, VALLEY,LIST*1f)
C
c output
0034 if (1f.eq.0) go to 640
0036 PRINT 620, 'FREQ', (FVv(I), I = 1,N)
0037 PRINT 620, 'REAL', (HT(I), I = 1,N+1)
0038 620 format (1hO,ad4, f7.3,7f8.3,1x,8f8.3 / (4x8f8.3,1x8f8.3))

0039 640 print 620
0040 G0 TO 200
0041 END
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0001

0002
0003
0004
0005
0006
0007
0008
0009
0010
0012
0013

0015
0016
0017
0018
0019

0020
0021
0023
0024
0025
0026
0027
0028
0029

OO0OO0OO0OO00O0000000O0000000000000000000000000000~0

SUBROUTINE SPOLAN (N,FV,HT, FB,DIP, START,AMODE, VALLEY,LLIST)
Oct 1984.
Generalised polynomial analysis; overlapping, single or least squares.
Simplified POLAN for ordinary ray only,
using a maximum of 12 terms (NT) Ffitting 24 points (NR+NV).

Call with N equal to the dimension of the data arrays FV, HT.
The number of valid data points must be less than N - 12.
Input data is terminated by two zero values of HT.
Ionospheric layers are separated by a zero height, with FV equal to zero
or to a scaled critical frequency for the lower layer.
(The zero height may be replaced by some value < 40 km, to specify a
non-standard form for the valley for the current ijonogram; such values
are interpreted as described under VALLEY below).
FB and DIP give the gyrofrequency (in MHz) and the magnetic dip angle (in
degrees) in the ionosphere.

START =-1. gives a direct start from the first point FV(1),HT(1)

= 0 uses an extrapolated starting height, at a frequency of 0.5 MHz.
> 44 gives a model starting height, at 0.5 MHz
<-44 gives an X-ray virtual height to calculate the start correction.

0 < START < 44 defines a start frequency, to use at H = 90 (20) 170 km.

AMODE specifies the mode of analysis, as in POLAN.

0 gives the default Mode 5 analysis (the simplest least squares mode)

1, 2 = linear, parabolic lamination analysis.

3, 4 = overlapping cubic, quadratic sections.

5 to 9 are Teast squares calulations with IT terms fitting IV virtual
heights and !IR! known real heights, where IT, IV and IR are in DATA.
10 gives a single polynomial analysis (up to 12 terms fitting 24 hts).
I1*10+J uses I terms for final layer, J for lTower Tayers.

VALLEY = 0 gives the standard full valley, with a width equal to twice the
local (neutral) scale height.
0.1 to 5.0 multiplies the "standard' width by this factor.
The resulting profile may give a negative gradient above the valley.
VALLEY = 10 gives no valley between Tayers.
Negative values of VALLEY specify a valley width of S5*INT(-VALLEY) km.
Any decimal part of VALLEY specifies the depth (in MHz) for a linear valley.

VALLEY

n

LLIST = 1 TO 6 gives increasing printed (trace) output.
Use LLIST negative to start trace at first sub-peak section.

dimension fv(9), ht(9), it(12), iv(12), ir(12)
common /pol/ b(49,13),q(12), fa,ha,fc, nl,mt, jv
data IT /1, 2, 3, 4, 5, 6, 6, 6, 7, 33, 12,12 / Inumber of terms in poly.
data IV /1, 1, 2, 3, 4, 5, 7, 8,13, 24, 24,24 /Ino of virt heights fitted
data IR / 0,-1,-1, 1,-2,-3,-4,~4,-6, -3, -3,-3 /!no of real heights fitted
sq(x) = sqrt(l.-x*x)
Tist = 11ist
a = sgind(abs(fb), -abs(dip)) setfield
if (1ist.ne.0) print 1, fb,dip,start,amode,valley,1list >

format ('Oargs ='5f8.2,15)

IF (START.GT.-44.) GO TO 2
Calculate start height from X-ray h'.
FV(1)/FB
(A*2.16+0.38)*A -0.53
E= (A*2.94-5.63)*A +2.81
C= D+E*COS(.041*ABS(DIP)-.25)
START= HT(1)+FB*C*(HT(1)+START)
Move data up 10 (or 12) places

A
D

IS = 12
IF (START.LT. 0.) IS = 10
D03 J=1IS, N-1
I = N-J
FV(IS+I)= FV(I)
HT(IS+1)= HT(I)
FA = FV(1)
HA = HT(1)
IS = 1S-10
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0030

0032
0033
0034
0036

0037
0039
0040
0041
0042
0043
0044
0045
0046
0047

0048
0049
0050
0051
0052
0054
0055
0056

0058
0059
0060
0062
0063
0064
0066

0067
0068
0069
0070
0071
0072
0073
0074

0075
0076
0077
0078
0080
0082

0083
0084
0086
0088
0089
0090
0091
0092
0094

F (START.LT.0.) GO TO 5 direct
Add two start points

FA = 0.5

HA = HT(1) - ABS(HT(3)-HT(1)) *FV(1)/(FV(3)-FV(1)) extrapn.
IF (START.GE.44.) HA = AMINI(START, (HA+HT(1))/2.) model
HA = AMAX1( AMINI(HA, HT(1)/2+50.) , HT(1)/4.+55.) limit

IF (START.GE.44..0R.START.LE.O0.) GO TO 4
FA = AMOD(START,10.) model F

HA = (START-FA)*20. + 90.
FV(12)= FV(1)*.6 + FA*.4
HT(12)= HT(1)*.8 + HA*.2
FV(11)= FA
HT(11)= HA virtual
Fv(2) = Fv{12)
FV(1) = FA
HT(1) = HA real
KR= Real ht index, KR+JV= Virtual ht, LK= Last reduced ht.
Jv = 10
KR =1
LK =1
MOD= ABS(AMODE)
IF (MOD.EQ.0) MOD= 5
it(12)= mod/10 nterms
it(11)= mod-it(12)*10 1stlayer
if (mod.gt.12) mod= 12 one poly
Set initial analysis constants
NT = IT(MOD) - MOD/5 +mod/11*2 ! order of polynomial
NV = MOD + MOD/6 + MOD/8 I virtual hts to use
IF (MOD.GE.10) NV = 24 ! maximum
NH = MAXO(1, NT-1+MOD/8) I real hts to «calc.
NNR= 0
if(list.ge.4)print99,(fv(jj),ji=11,26),(ht(ij),jj=11,26) >>>
GO TO 18

C************************** Rea] Height Ca]cu]ation *hkhkhrkkhkhhhrkihhrst
¢ For each cycle:- Calculate one polynomial, with NT terms, from point

C

—OO0OO0OO000O0

5

18

50

98

FA = FY(KR), HA = HT(KR) to fit next NV virtual and NR real hts.
Calculate a further NH real heights, and set KR = KR + NH.
(NR negative to include one real height below HA).

If a critical frequency (HT < 40) is found in KR+l to KR+NV+l,
calculate up to critical (with parabolic peak).

Fedh gk ddohhhhhhhhrkrhkkrkrhrhhhkhhhhkirktkihhkhhhkhhhrhhhkhhhhdohkihkdkkhhhikrk

Constants for normal steps

NT = IT(MOD) numterms
NV = Iv{MOD) fit virt
NH = MAXO(1,MOD-6) calc hts
NNR= IR(MOD)

NR = IABS(NNR) fit real
NL = MINO(1,NR-NNR) back hts
KR = KR-NR+NL origin
FCC= 0.

check for critical frequency
DO 20 NF = 1, NV

MF = KRNF+JV top freq

FM = FV(MF)

IF (FM.LE.FA) GO TO 400 error

IF (HT(MF+1).LE.40.) GO TO 30 peak
GO TO 50

use data to peak
FCC= FV(MF+1)

if (mod.gt.10.and.ht{(mf+2).gt.ha) nt= it(11) Istlayer
IF (FCC.EQ.0.) FCC= .2 calc FC
LIST= IABS(LLIST) trace on
NH = NF-NR+NL hts left
MF = MF-JV
MY = MF-KR virtleft
if(list.ge. 3)pr1nt98 fa,ha,fm,fc,1k,kr,mf,mod,nh, nt mt,nr, n] nv,mv  >>>

format(' fa,ha='2f7.2, 4x'fm, fc—'2f6 2,5x, 'lk,kr,mf= 313 4x
1 'mod,nh='213, 4x'nt,mt='213, 4x'nr,n1='213 4x'nv,mv= 213)
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0095
0097
0098

0100
0101

0103
0104
0105
0106
0107
0108
0109
0110
0111
0113
0115
0116
0117
0118
0120
0121
0122
0124

0126
0127
0129
0130
0132

0134
0135
0137
0138
0139
0140

0141
0142
0144

0145
0146
0147
0148
0149
0150
0151
0152
0153
0155

0157
0158
0159
0161
0163

0164
0165

0167
0168
0169

99

80

160
170
190

199

210

220

1f(]1St.ge.4)print99,(fv(jj),jj=1l,26), (ht(jj),jj=11,26)
format (16f8.2)
F (KR.EQ.1) GO TO 100
Reduce virtual heights
(1) polynomial reduction
CALL COEFIS (KR, -MV, FV, HT)

if(list.ge.4) print99, (ht(jj).jj=11,26)
(2) step reduction Toop
MFl= MF+JV+1
LK = LK +1
FL = FA
FA = FV(LK)
HA = HT(LK
DH = HA - HT(LK-1)
DO 90 I = MF1, N-1
HV = HT(I)
if (hv.eq.0..and.ht(i+1).eq.0.) go to 92
if (hv.le.30.) go to 90
Fo= FV(1)
TAV= ( SQ(FA/F) + SQ(FL/F) ) /2.
HT(I)= HV - SGIND(F,TAV) * DH
if(list.ge.5) print99,f1,fa,dh,ha,f,hv,ht(i)
CONTINUE
continue

if (fa.eq.fc) wmfl=s kr+jv+l
F (LK.LT.KR) GO TO 80

MT

MINO(NT, MV+NR)

f (mod.eq.10) mt = min0((mv+2)*73/100, 12)

FC = FCC

if(list.ge.2)print98,fa,ha,fm,fc,1k,kr,mf,mod,nh,nt,mt,nr,nl,nv,my

if(Tist.ge.4) print99, (ht(jj),jj=11,26)
Calculate Coefficients

CALL COEFIS (KR, MV, FV, HT)

if (1ist.1t.6) go to 190

do 160 j=1,mv*2
print 170, §,(b(j,ij),ij=1,mt+1)
format (' matrix b row'i2,11f10.3)
continue

CALL SSOLVE (MV+NR, MT, B, Q)
if (1ist.ge.1) print 199, fa,ha,{q(j),j=1,mt)
format (2f7.2,' Coefts Ql,..,MT=',12F8.2)
Store real heights

KR = KR+NR-NL
DO 220 I =1, NH

HR = HA

DO 210 J =1, MT

HR = B{MV+NR+I,J)*Q(J) + HR

KR = KR+1

HT(KR)= HR

FV(KR)= FV(KR+JV)
IF (FC.EQ.0.) GO TO 15
if (fc.1t.0.) go to 400

Calculate parabolic peak

KVP= KR+JV+1
HVAL= HT(KVP)
if (hval.eq. 0.) hval= valley
if (ht(kvp+l).eq.0.) hval= 9.9
CALL SPEAK (N, Fv, HT, FC, KR, HVAL)

Jv= KVP-KR
IF (HT(KVP+1).GT.80.) GO TO 10
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>>>

1st step

prevpoly
>>>

loopslab

lToopfreq
end freq
skippeak

reduce

valley
nextslab

terms

>>>
>>>

>>>

lTastreal

real ht

loop
end

end data
set peak




H.3.2.

0001

0002
0003
0004
0005

0006
0007
0008

0009
0010
0011
0013
0014

0016
0017
0019

0020
0021
0022
0023
0024
0025
0027

0028
0029
0030
0031
0032

0034
0036
0037
0039

0041
0042
0043
0044
0045

0046
0047
0049

0050
0052

0053
0054

The subroutines COEFIS, SPEAK, SSOLVE and SGIND, in the file SOLSUB.FOR

cc

(o]

OO0 00000

(2]

S$OLSUB .FOR. Link with SPOLAN.

SUBROUTINE COEFIS (KR, MV, FV, HT)

Simplified Coefic, for O ray only.

where fa = fv(kr), ha = ht(kr), j = 1 to mt.
Includes parabolic peak if fc > 1.

Calculate coefficients b(i,j) for polynomial h-ha = q(j)*(f-fa)**j,

Virtual heights, freqs are ht(iv), fv(iv). Reals are ht{iv-jv),fv(iv-jv).

First/last mv rows of b give virtual/real ht coefs at freqs kv+l to kv+mv.
mv -ve to reduce virtual heights by delay in the prev section fa to fv(kr).

common /pol/ b(49,13), q(12), fa, ha, fc, nl, mt, jv
dimension tr(5),w(5), gauss(5),fnr(5), fv(9), ht(9)

data tr / .046910077,.23076534,.50 ,.76923466,.95308992/
data w / .11846344,.23931434, .28444444,,23931434,.11846344/

sq{x) = sqrt{l.-x*x)
NF = IABS(MV)
KV = KR+JV

————————— cycle frequencies - - - - - - -

DO 100 I = 1-NL, NF
IV = KV + 1

if (i.eq.0) v = jv-1
F = Fv(IV)

if (i.eq.0) go to 30

integration Timits TA to TA+TD
TA = 0.
if (mv.1t.0) ta = sq(fv{kr)/f)
TD = SQ(FA/F)-TA
store group indices

SUMP = 0.
DO 20 IR=1, 5

T = TR(IR)*TD + TA

FN = SQ(T) *F

GAUSS(IR) = SGIND{F,T) *T *W(IR)/FN *TD

if (fc.gt.fa) sump = gauss{ir)*fn/sq(fn/fc) + sump
FNR(IR) = FN-FA

store coefficients in array b:
IREAL = I + NF + NL
DO S0 J =1, MT
REALHT (F-FA)**]
SUMVRT = 0.
IF (J.LT.MT .QOR. FC.LT.FA) GO TO 60
parabolic peak term gq(mt)
if (f.1t.fc) realht = sq(fa/fc) - sq(f/fc)
sumvrt = sump *(f/fc)**2
if (i.ne.0) go to 80
if (i.eq.0) go to 90

non

form polynomial integrals
DO 70 IR = 1,5
A = GAUSS(IR)
GAUSS(IR) = A*FNR(IR)
SUMVRT = SUMVRT + A
SUMVRT = J*SUMVRT*F*F
store integrals
B(I,d) = SUMVRT + REALHT
if (mv.1t.0) ht(iv) = ht{iv) - q(Jj)*sumvrt
B{IREAL,J) = REALHT

IF (I.GT.0) B{(I,MT+1) = HT(IV) - HA
B(IREAL,MT+1) = HT(IV-JV) - HA
RETURN

END
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fregs.

prev ht
realonly

reflectn
upperlim

peak sum

realequn
realpoly

not peak

delay

realonly

delay

virtual
reduce
real

v r.h.s.
r r.h.s.




0001

0002
0003

0004
0005
0006
0007
0008

0010
0011
0012
0013
0014

0015
0016
0017
0018
0019

0020
0021

0022
0023

0025
0026
0028
0030
0031
0033
0034
0035
0036
0037

0038
0039
0040
0041

0001

0002
0003

0004
0005
0006
0008
0009
0010
0012
0013
0014
0015

SUBROUTINE SPEAK (N, FV, HT, FC, KR, HVAL)

The last calcd height is at fv(kr), ht(kr).

OO0 00n

dimension fv(9), ht(9)
sq(x) = sqrt{l-x*x)

M
HR
FN
HN
IF .2) GO TO 20

c calculate fc from gradient fit, when not s

e~ o unn
=
5

Calculation of parabolic peak for SPOLAN, using the last 3 calcd real hts.
(If FC was scaled, these heights were obtained with a polytparabola fit.)

caled.

c (the factor 0.263 replaces parabolic 0.25, for Chapman)

= ht(kr-1) - hn

(fv(kr-1)**2 - fnn) / dh

(¢ = (Fo*fm-fnn)/(hr =hn) ) / (hr -ht(kr-1))

sqrt{fnn + .263*d* (c/d+dh)**2)

C Calculate the Scale Height. .55 corrects to

[=%
wonout

20 SH = 0.554*%(HR-HN) /( SQ(FN/FC) -SQ(FM/FC) )
HM = HR + 2.*SH*SQ(FM/FC)
KR = KR+1
FV{KR)= FC
HT(KR)= HM
o 1ist peak

print 40, fc, hm, sh

40 format(' Peak'F7.3,' Mhz. Height'F6.1,' km.',
1 7X,'Scale Height',F6.1,' km.')
ht(kr+l) = sh

if (hval.ge.9.9) return
c
C Add a simple linear valley above the peak, if there is anothe
c using the default Polan value:- wvwidth = sha *2. = hmax/2. -
VAL= HM/2.-40.

if (hval.gt.0..and.hval.le.5.) val= val*hval
if (hval.le.-1.) val= 5*int(-hval)

VDEPTH= VAL/200.
if (hval.lt.int{hval)) vdepth= int{hval)-hval

KR = KR+2
FV(KR-1)= FC-VDEPTH
HT(KR-1)= HM+VAL*.66
FV(KR) = FC
HT(KR) = HM +VAL
c
print 80, val, vdepth
80 format (13x,'Valley width',f6.1," km, Depth',f5.2,' Mhz.')
RETURN
END

SUBROUTINE SSOLVE (M,N, B,Q)

c for simplified polan (SPOLAN) of june 1978.
c

¢ Solve m simult equns in n unknowns, in array b(m,n+l). Result in g(n).

dimension b(49,13), q(12)

NP = N +1
c Householder transformations
DO 4 K=1, NP
SUM = 0.
if (k.gt.m) go to 7
D01 I=K, M
1 SUM = SUM + B(I,K)**2
if (k.eq.np) go to 7
A = B(K,K)
D = SIGN(SQRT(SUM),A)
B(K,K) =A+D
C = A*D + SUM
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0016 DO 3 J = K+1, NP

0017 SUM = 0.

0018 D02 I =K, M

0019 2 SUM = SUM + B(I,K)*B(I,J)

0020 SUM = SUM/C

0021 DO3 I =K, M

0022 B(I,d) = B(I,d) -B(I,K)*SUM

0023 3 CONTINUE
c

0024 4 B(K,K) = -D
G ettt e ot e e e
C Back substitution

0025 7 B(NP,NP) = SUM

0026 DO 10 II =1, N

0027 I = NP-11

0028 SUM = B(I,NP)

0029 IF (I1.EQ.1) GO TO 10

0031 DO 8 J = I+1, N

0032 8 SUM = SUM - B(I,J)*Q(J)

0033 10 Q(I) = SuM/B(I,I)

0034 RETURN

0035 END

0001 FUNCTION SGIND (F,T)
c Ordinary ray only.
¢ Gives (group index -1.) to full machine accuracy, up to reflection.
c f = wave freguency; t = sqrt(l. - x) where x = (fn/f)%*2,
c
¢ Initialise by call sgind(fb,-dip) to set gyrofreq (mhz) and dip (deg).
C _______________________________________________________________________

0002 data fbsin,fcsct / 2%0. /

0003 IF (T.GE.0.) GO TO 6

0005 dip = -.01745329*%t

0006 fbsin = f *sin(dip)

0007 fecsct = (f*cos(dip))**2 *.5/fbsin

0008 return
C _______________________________________________________________________

0009 6 Gl = F*T*T +1.E~19

0010 G2 = FCSCT/G1

0011 G3 = SQRT(G2*G2 +1.)

0012 G4 = FBSIN/(G2 + G3)

0013 G5 = F + G4

0014 G2 = (F*G2*G4/G1-.5*FBSIN)*(F-G1)/(G3*G5) + G5

0015 SGIND = G2/SQRT((Gl + G4) *G5) -1.

0016 RETURN

0017 END
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