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	Wednesday, August 26

	8:30
	Gather/Coffee & Pastries (NCDC Room 400)

	9:00
	Welcome and Data Center Director’s Perspective (Sharon LeDuc, NCDC Deputy Director)

Sharon:

· Metadata is priority requiring precise definition
· The goal of this meeting is to capitalize on synergies leading to an enterprise solution

· Metadata is a key service for our users

· Introduction of Scott Hausman (upcoming deputy director)
Scott Hausman:

· Experience in metadata through the US Air Force
· A lack of data leads to lost information

· Ours is an under-appreciated effort


	9:15
	Meeting Logistics and Introductions (Nancy Ritchey, NCDC)

Nancy:

· Logistics overview

· Defined purpose: a joint development path for GeoNetwork and MERMaid
· Defined topics to address: technical options, road blocks, resource allocation

· There is overlap between data center in terms of metadata processing

· Stacy and Rich will identify which of the key functions are met in each of their specific implementations


	Session 1
	Defining the Metadata Enterprise 

	9:30
	Review Enterprise Functions and Requirements (Nancy Ritchey)

Nancy:

· Key Functions: Import, convert

Marty:

· Is the end goal to convert to ISO?

Nancy:

· A good idea but unclear exactly what is meant

Nancy:

· Key Functions (continued): Export, validate, publish, edit (web or client GUI?), manage controlled vocabulary, manage components, support queries

Marty:

· Is there a spatial query requirement?

Nancy:

· Yes

Rich:

· Spatial and temporal queries are separate tasks

Nancy:

· Key Functions (continued): Manage DM data, generate reports, control access, manage workflows, link to archival storage, handle versioning, minimize duplicates (verify same data), support human and machine interfaces, support standards (deciding which ones to support is key), support for collections and granules
· Does NCDC archive more granule metadata than collection metadata?
Jeff:

· If granules refer to station metadata, then NCDC archives more granule metadata than collection metadata

· There are different definitions of granules

Rich:

· Stations metadata are not granule metadata

· Station metadata is neither granule nor collection, but it is closer to collection

Nancy:

· Sees granule data as a file or a small collection of files

We will need to fleshed out the details for these main requirements

Marty:

· Is the goal an integration of MERMaid and GeoNetwork or will both be kept separate?

Rich:

· Both systems are moving forward with individual resources and project plans

· What can be done practically in a couple of days?

· Synergies should be the focus (knowledge of each other’s metadata work)

Marty:

· Agrees with Rich

· An entirely new system should not the goal

Rich:

· The goal should be to get systems working together rather than build new systems

Nancy:

· The goal is a set of options for moving from separated systems to a unified enterprise solution

Jeff:

· The need for interoperability is key

Rich B.

· Introduction

· Agrees with Jeff on seeking core interoperability (thinks this is possible)

Nancy:

· How do we use the two systems to meet all requirements of a enterprise system?


	11:30
	Lunch on your own

	1:00
	Discussion (Leader: David Sallis NCDDC, All)

Stacy:

· Requirements are fuzzy

· Will an outcome of this meeting include a request further clarification on requirements?

Nancy:

· Yes, but fine details are outside the scope of this meeting and should be addressed in smaller group(s)

David:

· Introduction of MERMaid architecture

· Search catalog is served by oracle

· The ability to parse metadata records and store in oracle existed before MERMaid
· Had to restart development efforts from scratch a few times

· Created an application that contained oracle details (e.g. sql, connection info) and extracted this from MERMaid
· This was the genesis of the information broker

· The information broker is a collection of web services for MERMaid allowing it to talk to oracle
· This tool allows MERMaid’s connection information to be abstracted leading to new web services

· MERMaid simply supplies the metadata and the info broker stores the information

· Any database can be plugged in to the info broker

· Info broker provides XML translation as well
· Any client can utilize the info broker

Rich:

· IDB (interface database) is a web service used to read/write to database(s) and is used by NGDC in conjunction with the GeoNetwork
· Is this a duplication of the info broker?
David:

· The mentioned info broker services are totally internal at this time (not exposed to web)
Marty:

· Does MERMaid use info broker to persist all data?
David:

· Info broker only manages part of the metadata record; MERMaid persists the rest

· ZOPE is the architecture for MERMaid
· Search interface(s) use the info broker

· Once info broker is used to do a search, MERMaid would then take over to provide the full metadata record
· ESRI spatial data engine has been integrated with the info broker

Stacy:
· The current version of MERMaid is 1.2

· 2.0 is under development
· MERMaid is written in Python

· Info broker speaks HTTP, which it the interface for MERMaid
Rich:

· Is the plan for MERMaid 2 to use the info broker for all database transactions?

Stacy:

· Yes, development efforts are currently focused on the info broker

· Database interactions in MERMaid are being ported to the info broker

David:

· XSLT transforms are to be moved from MERMaid to the info broker (web service)
Stacy:

· Info broker is very similar to an Enterprise Service Bus (ESB)

David:

· A clearer definition of the web service syntax used by the info broker is needed
Rich:

· A fully-functional ESB adds overhead
· The basic concept of the IDB is similar to the info broker

· The IDB’s code base needs cleaned up
Marty:

· What transforms are included in the info broker?

David:

· Example: EML metadata format is pulled from another organization and transformed to FGDC via XSLT

Marty:

· Is the info broker able to transform FGDC to ISO?

Stacy:

· That functionality is currently in development

· Jaci Mize has built a collaborative site for developing metadata record transforms (FGDC to ISO)

Rich:

· IDB also unable to do these transforms at present
· Problem encountered: FGDC is a small subset of ISO

· This is a content issue more than an IT issue
Marty:

· What are the differences?

Rich:

· Ted used IDB to talk directly to NMMR

Stacy:

· Ted’s effort involved translating a database schema to ISO XML, which is much harder to share

· The transform should be FGDC XML to ISO XML
Stacy:
· Jaci’s work on the transforms began around May

· She began to realize more resources were needed; the collaborative website was created to meet this need
David:

· Validation service are needed outside of MERMaid; this functionality is being developed

· XML schemas are the basis for validation

· The idea of using a scheme definition to test XML validity has already been implemented in other tools

Nancy:

· Let’s define the system

Stacy:

· We need to identify shared services and individual services

· Editing should not be shared service; users have their own preferred tools

Marty:

· Validate should be an enterprise service
Stacy:

· Import and export should be left to individual systems

Marty:

· What does export mean?

John:
· We should step back and look at the development directions of existing systems

Nancy:

· Our discussion should put a bound on the enterprise

Rich:

· The concept of an enterprise system is too abstract until we understand the specific components

David:
· The info broker is not exactly an ESB; it has no security layer and no interface documents

· The question is whether the system is federated or centralized
· Centralized is good but an outage in a centralized service would result in no backup

Rich:
· When considering a federated service, there are maintenance issues and the unique ID problem (duplicate datasets)

Marty:

· Not clear on ESB architecture

David:

· An ESB is like a service orchestrator and involves discovery of services, providing catalog of services, and information on how to talk to these services
· It also serves to manage credentials

Marty:

· ESB’s are designed for multiple services

David:

· Compound services area also possible (multiple services chained together)

· Some ESB’s do not include authentication protocol

Stacy

· XSL style sheets are used for transforms
· Transform services will be written in Java due to its support of xpath 2
Rich:

· NGDC efforts still use XSL 1
· We will need to use XSL 2 to use Jaci’s transforms
Stacy

· Ted is sharing his transform expertise with Jaci
Rich

· Eventually, the IDB will be going away

Stacy:

· ZOPE object database stores metadata record information

John:

· Is this ZOPE database ACID compliant?

· eXist is the target xml database for the info broker
· EXIST may not be ACID compliant

· Oracle offers xml database support as well
David:
· Unknown number of compliant users

· ZOPE is designed to be scalable
John:

· Does eXist provide a backup utility?

David:

· Yes, hot backups are supported

· eXist also includes restore capabilities
Marty:

· To clarify, the plan is to go from ZOPE to eXist?

Stacy:

· Yes
Necessary Discussion Topics:

· Sharing Services 
· Technical Feasibility of Services
· Dependencies
· Need for Enterprise Service Bus?
· Federated Subsystems vs Centralized System?


	2:45
	Break

	Session 2
	Understanding Current Targets

	3:00
	GEOPortal Toolkit (Rich B.)

Rich B:

· GEOPortal Toolkit (GPT) is from ESRI

· Current release is 9.3.1
· Several partnerships already exist
· Partners are using clients within their portals via REST API to search data archives at NCDC’s GPT

· Includes ontology service as part of search mechanism
· DEMO:

· Search interface

· Links are included in search results connecting various services

· The goal of the interface is to present a simple search leading to faster access to data

· Trying to integrate tools that allow the users to make more informed/quicker decisions
· Dataset ID is used (remote-sensing extension of FGDC); this lead to easier migration to ISO

Stacy:

· DOI identifier is a service used to assign unique IDs across organizations (pay service)

Rich:

· Unique ID problem is a problem with many components and could take a long time to address

· Does ESRI support the remote-sensing extension?

Rich B.

· Yes, additional configuration was needed (including validation settings)
· Actually, just Dataset ID was added
· Configured system to use Dataset ID in metadata record rather than the system automatically generating the ID
· Not truly federated

· One must specify repository to search; it does not automatically search all repositories
Rich:

· Do the services need to be Arc services or just CSW?

Rich B:

· Simply needs to be CSW
Christina:

· Are you locking yourself into a proprietary software suite?

Rich B:

· Yes, but it is communicating in standards, so it will be able to communicate with other systems

· Use of standard modes of communication is the path to interoperability

Marty:

· Does the GPT Includes XSD validation for ISO?
· Where did the XSD come from?

Rich B:

· Yes, XSD validation is included and the XSD came with the product
Rich:

· There is a publically available XSD for ISO and NGDC is using it
Rich B:

· Metadata creation workflow for NCDC’s GPT:

· A questionnaire is filled out

· Metadata manager authors record

· The new record is sent to GPT admin and the system then validates and ingests the record
Rich:

· What is the interaction you mentioned between the GPT and NMMR?

Rich B:

· The original record is extracted from the NMMR, modified locally for the GPT, then the new version is re-uploaded to the NMMR

Rich:

· A key problem needing to be solved concerning an enterprise system: Multiple records are created in each system (e.g. NMMR, GCMD, GPT) and if one is modified, the other copies are not updated.

Christina:

· If a record is updated in the GCMD it is not updated in the NMMR
· We should update where it has the biggest impact
· GPT includes a number of services which can be independently searched and updated
Rich:

· A user doesn’t want to see five hits of the same metadata record (duplicate results)
Stacy:

· If we could adopt a global identifier, we could overcome the duplicate record problem

Rich:

· How do we decide where a record should reside?

· We should tackle the unique identifier issue
Rich B:
· We need to alleviate the need for manually updating records
Rich:

· The concern is not only how to update multiple records but also where to store them

John:

· Sounds like a network of update/publish services

MERMaid (Stacy Ladnier, NCDDC)

Stacy:

· NCDDC was born out of NODC
· NCDDC’s mission is to provide external metadata services

· In 2001, we described requirements for a metadata tool, investigated existing tools, and found none of the tools sufficient

· The decision was then made to begin work on a new tool

· MERMaid demonstrated itself as a valuable tool and training system

· MERMaid’s user community includes 500 account holders and continues to grow
· There has been no major development effort in the last five years; this time was primarily concerned with gathering requirements
· Requirements were investigated by the development team

· Clearer definition was needed for requirements such as creation, management, and editing of data records

· XML is common language for metadata
· The first step in MERMaid 2.0: new architecture and supporting technologies

· XRX architecture: XML on client, XML in system (persistence), and REST services in between

· Interfaces developed using XFROMs
· Data is submitted via REST and stored in the system

· Traditional web form flow is eliminated

· This leads to fewer errors and less code

· MERMaid 2 will use eXist as its XML database (same database as CLASS)
· All processes accomplished via xquery

· xqueries instantly become potential web services

· MERMaid uses a set of standard protocols

· The goal is a language independent architecture

· MERMaid 2 will include new input forms included features such as autocomplete and calendar popups
· Layout of xforms can be modified independent of backend (custom interfaces)
· New interface is still in development but will soon be opened for external critique

· MERMaid development intends to simply existing hierarchy just like folders on a PC

· Working to extract specialized functions and establishing them as a web services
· The top 3 Services are validation, transformation, and publishing
· Inputs to the services are XML

· MERMaid’s internal catalogs are not available to the public

· XML and a list of destinations are sent to the publishing service

· The publishing service will call transform services as necessary to meet the needs of the destination

· A MERMaid account will not be required to access the services
· Services will include single and batch modes

· Other services include a workflow service

· Workflows can be customized for each client

· Component management is an additional service

· Versioning is an additional service (configuration management)
· This service may be implemented via eXist or SubVersion

· More services will be included

· The ESB will coordinate communication between MERMaid and the supporting web services

· A vocabulary management service will also be included, thus the user will be able to draw on various vocabularies for creation of metadata
· Ability to import new vocabularies

· A reporting service will also be included

· Metadata on metadata will be stored in eXist and will be searchable with custom queries

Marty:

· Does MERMaid archive metadata on behalf of the client?

Stacy:

· No, we will keep the record, but we will not be the responsible owner

David:
· If records are modified, MERMaid attempts to enforce a retraction policy to retract the published metadata record, apply modification, and republish the record

Stacy:

· A functional mockup of version 2.0 will be released late Sept

· The 2.0 limited delivery is scheduled for the end of next year



	3:45
	GeoNetwork (Rich Fozzard, NGDC)

Rich:
· The goal is to find synergies
· There are notable overlaps between MERMaid and GeoNetwork
· GeoNetwork includes support for the FGDC remote sensing extensions

· No extra code is required, just the XSL and some xml configuration

· Some services are supported

· Open source GeoNetwork development is underway for OGC:GetCapabilities
· The most recent version of GeoNetwork is 2.4.1

· GeoNetwork includes spatial and temporal search

· There is a partial implementation of polygon support for spatial search in the latest version of GeoNetwork
· Currently GeoNetwork stores the raw XML record as a BLOB in a RDBMS
· GeoNetwork includes a flavor of the XRX concept
· Component handling is the hardest problem in metadata
· There have been various proposals for dealing with components in GeoNetwork
· The component issue is characterized by one data manager that is responsible for many metadata collections
· For example, a metadata author can enter contact info once and associate is with many records, and if the component is updated, the change would automatically be applied to all associated records

· This goal is to be able to define an arbitrary component that can be used to manage content in metadata records

· It’s unclear when this issue will be thoroughly addressed by GeoNetwork
· GeoNetwork’s development community spans the globe, and therefore its development timeline is unknown

· If you want something, you need to do it yourself
· Keyword/Thesaurus/Vocabulary feature: an XML file is dumped into a specific directory and the system builds the vocabulary list

· Simplified Editing: BlueNet has implemented a system for data entry using xforms

· Display Significant Whitespace within Metadata Elements: The NMMR using custom XSL code to locate significant whitespace and attempts to format the output using HTML to fit the intended display; this functionality should eventually be made available in the GeoNetwork
· New proposals have been submitted to improve search capabilities, including the ability to log user searches

· Hidden elements proposal: places specific permissions on specific elements

· GeoNetwork 3 has a goal to set up the metadata repository as an ebRIM repository
· The fact that GeoNetwork is an open source project is both a strength and a weakness
· GeoNetwork is an international open source project with many component in many countries, but there are currently none in the US; NOAA has an opportunity here
Synergies Discussion:

John:

· The unique ID problem is almost a pre-requisite to defining the overlap of the systems

Nancy:

· If we can get GeoNetwork and MERMaid development efforts to move toward convergence, we will be able to develop a unified system

Stacy:

· I don’t see the two systems ever converging; instead, we should leverage the potential benefits from each system

Rich:

· It is not practical to build a single system; interoperability is the key

Marty:

· Is the expectation of upper management a single system?

John:

· Yes

Stacy:

· Yes

Nancy:

· They do want a single system if they can get it

Stacy:

· The issue of feasibility is key
Jeff:

· Interoperability should be the focus
Rich:

· We are making an important step forward by ending the lack of communication between dev efforts here


	4:30
	Summary 

	5:00
	Adjourn

	
	Group Dinner (optional)


	Thursday, August 27

	8:30
	Gather/Coffee & Pastries (NCDC Room 400)

	Session 3
	Determining System Integration Strategy for Success

	9:00
	Solutions (All)

Marty:
· Is our approach to look for a common data model?

Nancy:

· The initial thought was to merge MERMaid and GeoNetwork, but this approach lacks a storage mechanism

· Thus, we will not have a complete solution given current resources

· Vocabularies are key

· Interoperability is key

Marty:

· Do we agree ISO is a common data model for persistence and sharing?

John:

· Persistence is not as important as communication
· We need to determine the amount of data loss resulting from metadata transformations
· It makes sense to aim for the ISO model

David

· MERMaid’s basis is FGDC, not ISO

Stacy:

· ISO needs to be the target format for persistence, but the other various functions should support all key standards

David:

· A validation service should accept XML and the format type

· The same is true concerning the other functions

Stacy:

· As long as we adhere to REST protocol (which MERMaid and GeoNetwork are both capable of doing), we should be flexible enough to communicate in the major formats

Rich:

· Some other standards (SensorML and SeismicXML) cannot be handled by ISO

· FGDC is fairly readable by humans, but ISO is designed more for machine understanding

John:

· Ana chose to use SeismicXML in order to simplify the metadata authoring process, but the end goal is ISO

Marty:

· We should just say that XML is the communication vehicle; the specific standards can be decided later

Jeff:

· Should there be an internal query service for information on records published via the enterprise publish function?

Rich:
· Perhaps there should be two WAFs; one with security (limited access) and one open to the public

Jeff:

· Should there be a requirement to publish all publicly consumable records to the WAF?

Rich:

· A good idea, but that would require resources such as a librarian for the WAF
· He/she would also control the subfolder arrangement

John:

· This librarian will have additional duties as well, including the ability to approve/deny new folder names
Jeff:

· We would need to agree on the structure of this WAF

John:
· The basic nature of a WAF may be insufficient for serving as a central storage location

Marty:

· Are WAFs the standard storage architecture for metadata at NOAA?

Rich:

· No, there is not standard; that’s why we are here

Jeff:

· A WAF was selected due to its simplicity

· Agreement on an oracle schema is not practical

· WAFs are the lowest common denominator

John:
· It’s not perfect; but if we can agree, then let’s move forward

David:
· The WAF is simply a storage area; a query mechanism will need to be used to add usefulness to the WAF

· We will need the ability to search the WAF, but we will not work to solve that now

Stacy:
· Perhaps during the migration to ISO we could apply some basic best practice modifications to the metadata records (add NOAA reference and check for key tags)
Jeff:
· The issue of duplication is still an issue with the WAF

· Unique ID and duplication are key issues that will need to be addressed

Rich:
· NMMR includes a feature which examines a limited number of key fields to find duplicates

· Perhaps this is the type of de-duplication service needed for the enterprise

John:
· One algorithm will never solve this problem

· A substantial knowledge of the domain is required for each validation function
Rich:
· True, but there is basic validation logic that could be shared

Jeff:
· Minimizing duplicates is a function needed at both the enterprise and non-enterprise levels
Stacy:
· It should be noted that non-enterprise functions are still extremely important
· Who will receive the classification decisions for these functions?
Nancy:

· Both data directors and the attendees of the last meeting

· It will be noted in the debrief for this meeting that we cannot meet all these needs with the resources we have now

Marty:
· Options for solutions should be rated by difficulty

Stacy:
· The function for generating reports is very similar to the functions for internal and external queries
Jeff:
· The issue of a link to archival storage may exist in both the enterprise and non-enterprise levels
· At the enterprise level, we should know if and where a dataset is archived
· At the lower level, we should know the specifics of the storage

Rich:
· This function should just be at the non-enterprise level because there may not be many benefits to having this function at the enterprise level

Eric:
· The point of metadata is to find the data

· We should approach these enterprise function from the perspective of access

· We should not manage metadata just for the sake of having metadata
John:

· Should the enterprise simply point to the site/area where the information is kept?

Jeff:

· We should address the secondary use of metadata: once data is found/acquired, metadata should help the user decide if the data is useful for his/her research

Marty:
· The support for standards can be shared at the enterprise level; this aspect has been discussed

Stacy:
· We are developing the ability to handle workflows, but it is unclear how easily this function can be shared

Rich:
· Agreed. Workflows are fairly specific to each development effort

Jeff:
· NODC’s workflow is more regimented than NCDC’s

· Their workflow is closely tied into their data ingest process

Eric:
· The metadata record becomes immediately available once a decision to archive the dataset is made

· However, the record is extremely limited (accession number)

Jeff:
· Minor, potentially temporary changes in a metadata record should not be available at the enterprise record; the user should determine the next version to be published and made publically available
John:
· There may be some points of DM data that could be captured at the enterprise level, but most would only be pertinent at the non-enterprise level

John:
· Handling versions is important

· When a metadata record is modified, should we unpublish the old record, create a record, and then publish it?

Stacy:
· MERMaid 2 will maintain copies of the various versions of metadata records

Eric:
· We do internally maintain each version of the metadata record as it is changed

Stacy:
· Are these versions maintained as separate files?

Eric:
· No, a DBMS tracks the changes via triggers

John:
· Regardless of the specifics, this sounds like an enterprise function

Rich:
· It’s unclear how the versioning functions should be shareable

Stacy:
· Since both systems need to develop this function, perhaps we could create a joint effort

Rich:
· Just put the WAF under Subversion
Jeff:
· Perhaps this suggests the need for a type of workflow at the enterprise level: the user edits a record, uploads it to the WAF, then the WAF automatically publishes the record and versions it
Stacy:
· The Issue of managing components is cross-cutting

Nancy:

· When it comes to supporting collections and granules, we have to realize that the term “granule” mean different things for different communities

Rich:

· ISO does have a standard way of defining granules and collections (DataSeries)
· A DataSeries is a parent collection with datasets as children
Nancy:

· This does not include granules
Stacy:
· We need to leave granule support for individual tools

Jeff:
· Is the ability to link collections to granules the same as linking metadata from datasets and components?
Rich:
· There is no clear distinction between a product and raw data

Eric:
· The concept of an accession is a granule object
Marty:
· The concept of collections and granules seem different from one dataset to the next; thus, the enterprise solution should not be aware of these differences

John:
· A user may wish to see a parent collection within the enterprise collection
Marty:
· A user would be able to locate this information when they look within the metadata record itself
John:
· This function is shared at both levels

Clarification of “granules” and “collections” is needed
All:

	
	Classification of Enterprise and Non-Enterprise functions:
Enterprise (Shareable)
Non-Enterprise (Non-Shareable)
Validate
Edit

Convert
Import
Publish
Export
Data Access
User Access
Publish

- Manage Versions
Internal Queries

- Generate Reports
Manage Controlled Vocabularies
Minimize Duplicates
External Queries

- Generate Reports

- Versions
Manage DM Data
Minimize Duplicates

Link to Archival Storage
Support Standards

Support Standards
Support Machine Interfaces (API)

Support Human Interfaces (GUI)

Manage DM Data (some aspects)

Manage Workflow

Manage Components

Manage Versions

Manage Components



	11:30
	Lunch on your own

	Session 4
	Creating Enterprise Options for Success

	1:00
	Solutions (All)
Marty
What is objective?

Stacy:

Choices of communication?

Nancy:

The deliverables for this meeting are options for success:
Marty:

Validation is easiest

Stacy and Marty:
MERMaid and GeoNetwork both validate

Rich:
The real work is establishing the standard XML schematron or XSDs (deep validation)
John:
Assumption: Ted and Jaci’s transforms (FGDC to ISO transform)
Marty:

Assumption: Selection of an enterprise component communication architecture
Assumption: Metadata catalog design
Rich:

Initial prototype is just a WAF but perhaps a repository in the future

John

Assumption: Selection of a metadata catalog persistence mechanism
John
Assumption: Selection of controlled vocabularies from existing collections
Marty:
Let’s backup: what is metadata catalog?

John:

It is a table of contents or possibly more

It is not clearly defined

A catalog is needed due to simplified storage of the WAF

Assumption: Leverage WAF for shared metadata catalog prototype
Marty
Assumption: Address security concerns for read/write access to catalog
Marty:

The first step is to define a communication contract between enterprise components

Jeff:

Should we assume that component communication depends on authentication?

Stacy:

Some components would require authentication, some would not

Two different areas of benefit: the total enterprise or the individual tools
John:

The next step would be to define a catalog so individual systems can feed into the catalog when ready

Short-term effort:
Leverage the validation and transformation capabilities of MERMaid 2.0
Create conversion service to work with the catalog

Stacy:

MERMaid does not include a search capability

Rich

Short-term effort: Thus, we could set up a GeoNetwork node to harvest NOAA MERMaid records

Stacy

Should GOS harvest from the new catalog?

Short-term effort: Flexible validation and conversion services to allow user-defined schema and mapping
Stacy:

Short-term effort: Pool resources to address duplication minimization through the use of unique IDs

Rich:

Short-term effort: Versioning of the WAF via Subversion

Short-term effort: Reinvigorate the identification of common vocabularies (e.g. originator)

Long Term Development:
Component management

Collaboration w/ system users and management
Everything else…

Jeff

Perhaps a more formal set of requirements should be defined as a mid-term goal

Short-term efforts:
Refine/clarify requirements and priorities

Review MERMaid requirements
Stacy:
MERMaid Requirements are customer specific

Nancy:

[Review of meeting summaries]


	4:15
	Summary 

	5:00
	Adjourn


